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Abstract—In mobile devices, limiting the Graphics Processing Unit's (GPU's) energy usage is of great importance to extending battery life. This paper focuses on the first stage of the graphics processor pipeline – the vertex transformation stage – and introduces an approach to lowering its switching activity by reducing the precision of arithmetic operations. As a result, the approach enables a tradeoff between energy efficiency and the quality of the rendered image.

This paper makes the following specific contributions: 1) a transition-based energy model for quantifying energy consumed as a function of arithmetic precision, and 2) detailed simulation results on several real-world graphics applications to evaluate the tradeoff between energy and precision. In most examples, over 23% of the energy can be saved by lowering arithmetic precision while still maintaining a faithful reproduction of the full-precision image. Pushing the idea further, over 36% energy can be saved by further lowering the precision while preserving acceptable result accuracy. We assert that this represents a significant energy savings that warrants further investigation and extension of our approach to the remaining stages of the graphics processor pipeline.

I. INTRODUCTION

This work explores an approach for trading off computational precision in return for energy savings in mobile graphics architectures. We exploit the fact that, owing to the limited number of pixels in mobile graphics devices, computational precision can be significantly reduced without any perceptible loss of resulting image quality. Moreover, the precision can be further reduced for even greater energy savings with an acceptably low degradation in image quality. Fig. 1 illustrates the key idea by rendering a frame from a popular video game.

While there has been some prior work on evaluating the minimum precision required for error-free rendering [1, 2], this work significantly extends and generalizes the concept in three ways. First, our approach allows precision reduction to be pushed into a regime where some graceful image quality reduction may be acceptable in energy-critical scenarios (e.g., perilously low battery in fieldwork). Second, our approach provides a unified framework for evaluating energy savings together with quality loss as a function of computational precision. Thus, unlike past work, our approach aims to allow the user to dynamically choose the operating precision. Third, our interval arithmetic approach is applied to any arbitrary vertex shader, which was not considered in [2].

![Fig. 1. Frame from the video game Doom 3 simulated at (a) full floating-point precision (24 bits per mantissa), (b) 19 bits, and (c) 16 bits of precision. The first two images are nearly visually identical, yet (b) saved 23% of the energy in the vertex transformation stage. While (c) exhibits a slight degradation in image quality, it saved 36% of the energy. Note that the slight loss of quality in 1(c) is due to errors in depth computation (known as “z-fighting errors”). These errors are sometimes present even in full-precision applications. When knowingly designing for a variable-precision video game, an artist could construct geometric models with care to avoid such errors.](image)
In this paper, we have focused on the vertex transformation stage of the graphics pipeline to evaluate the feasibility of the concept of energy-precision tradeoff. The transformation stage converts vertex coordinates from user-defined floating-point representation to screen-space fixed point numbers. This transformation involves translation, rotation, scaling and perspective projection [3]. In addition, this stage computes the contributions of lights to the illumination at the vertices (again a floating-point computation). Ideally, our approach will be extended to other parts of the pipeline that also consume significant amounts of energy, such as memory, texture units, rasterization, and the fragment shader [3]. Moreover, our work so far has been at the behavioral level to focus on the viability of the idea; detailed architecture and circuit-level implementation is part of ongoing and future work.

Our approach was successfully validated using a hardware simulator. Several frames of real-world applications (e.g., Doom 3, Quake 4) were rendered at varying precisions, and the image quality and energy consumption quantified. In most cases, 23% energy savings was possible with little or no errors in resulting images. Further, with acceptable errors that would not affect application usage, even higher (36%) energy savings were obtained.

The remainder of this paper is organized as follows. Section 2 reviews related work. Section 3 details our analytical error model, and Section 4 presents the energy model used to determine savings with reduced precision. Our simulation approach and results are given in Section 5, followed by a discussion of these results in Section 6. Section 7 gives our conclusions and future work.

II. RELATED RESEARCH

Varying the precision of computations has been explored in prior work. Hao and Varshney [1] have given a thorough treatment of the sources of errors inherent in reduced precision rendering and the number of bits of precision required for a desired output. Akeley and Su [2] have used an interval arithmetic model to find the minimum triangle separation in eye space to ensure correct occlusion. Alalusi and Victor [4] have shown how a coarse-grained approach to reducing precision in hardware can be applied to integer applications. Tong et al. [5] and Jain [6] have reported similar findings for floating-point applications. Varying the quality of results in favor of faster or more reliable operation has also been examined, from Lafruit et al.’s [7] work on graceful degradation of 3D algorithms, to Yasuura et al.’s [8] treatment of energy-performance tradeoffs in computational systems, to Yeh et al.’s [9] exploration of error tolerance in physics-based animation. None of these approaches, however, has systematically explored energy-precision tradeoffs in a graphics pipeline.

There has also been research directed towards low power arithmetic. Liu and Furber [10] presented a low power multiplier, while Callaway and Schwartzlander detailed the relationship between power and operand size in CMOS multipliers. Phatak et al. [11] presented a low power adder and included a treatment of the adder’s power usage dependent on the number of significant bits. Register files have also been the subject of energy efficiency research, Tseng [12], Zhao and Ye [13], Zyuban and Kogge [14], and Kim [15] have all examined limiting the power usage of register files. None of these designs was targeted for use in GPUs; however, we use them as a basis to develop a detailed energy model for a complete transformation stage of a GPU.

There are other low-power techniques as well, such as dynamic voltage scaling [16] and power gating [17], which could be used for energy-efficient graphics. These techniques, however, are lower-level circuit approaches, and are orthogonal to our work, which is an architecture-level approach.

III. RENDERING ERROR MODEL

We introduce a model for predicting the error in vertex transformations and compare it to prior research conducted in the area. We show that our analytical model correlates with the results presented by Hao and Varshney [1], and will later compare these results to our experimental results. In all steps, “Error” is defined as the Euclidean distance (in pixels) between the screen position of a vertex transformed at full precision and that of the same vertex transformed at reduced precision. Precision, $p$, is 24 bits of computation per mantissa at full precision, and less than 24 bits for reduced precision.

![Fig. 2. Plot of our interval arithmetic model (red) and relationship presented in [1] (dashed blue) of error incurred by division as a function of increasing operand precision. The two curves are identical, reinforcing prior work [1] and validating our model.](image)

We modeled the uncertainty imparted by reduced-precision computation using interval arithmetic, where each floating point number’s true value is represented as a range with high and low bounds dependent on precision. The error in operations (addition, multiplication, division) was found by operating on interval representations of floating point numbers, and the entire transformation of projecting a vertex in world space $(x, y, z)$ to screen space $(x, y)$ was modeled with these operations.
For each operation involved in vertex transformation—addition, multiplication, and division—we developed a simulation using interval arithmetic, and applied it to a large set of random floating-point numbers. Each computation was performed at several precisions, from 7-bit to full 24-bit mantissas. The errors in the computed results were noted and compared against the errors predicted by the model of Hao and Varshney [1]. In every case, our results were identical to those of [1], which reinforces prior work and validates our model. As an example, Figure 2 shows the errors incurred during division, as a function of precision. Figure 3 shows the expected error incurred for the full transformation stage, which is composed of several instances of adders, multipliers and dividers.

Fig. 3: Expected absolute screen space error (in pixels of a 640x480 pixel display) of a single transformed vertex as a function of precision.

IV. ENERGY MODEL

An energy model is presented for key arithmetic blocks in a graphics processing unit. In order to develop an energy model that is independent of process, clock speed, and other variations in implementations, we chose to approximate the energy usage as the number of total signal transitions per operation. Our architectural model uses floating point adders and multipliers as basic building blocks; all other operations are in turn implemented using these two basic operators. Some operations can be implemented in multiple ways; in these cases, we chose low-power, pipelined implementations.

For each operation, the energy usage was estimated by counting the number of transitions involved in that computation. This energy estimate was parameterized with the precision of the operands. The increased energy complexity of the new circuit-level implementations and the runtime energy overheads of dynamic precision switching are both ignored in this preliminary study in order to determine, at a high level, the effectiveness of our approach.

A. Addition

Floating-point additions are computationally expensive operations consisting of several steps. First, the operands’ exponents must be made equal, which requires shifting a mantissa. Then, mantissas are added. Another normalization step is needed to align the sum’s mantissa, and possibly another after an optional rounding step.

To model the energy spent in an addition, we focus on the mantissa addition and shifting stages. Jain [6] found that the energy consumption of a floating-point adder is highly dependent on the width of the significand, and that limiting the rounding mode to truncation will significantly reduce energy consumption. In practice, most FPUs on graphics hardware are not fully IEEE compliant, especially in rounding modes supported, since in graphical applications, as Tong et al. [5] noted, “delicate rounding modes are not required.” We assume here that simple Round toward Zero (truncation) is used.

Mantissa addition was performed using the low-power design for an integer adder reported by Phatak et al. [11]. We generalized their results for energy consumption in adders, from a few distinct sizes to arbitrary sizes, and saw the expected linear relationship. Accounting for the linear energy consumption in a barrel shifter [3], we arrived at the following equation for the expected number of signal transitions as a function of precision $p$:

$$T_{add}(p) = 13.5 \times p$$

B. Multiplication

Multiplication is modeled as integer multiplication at a given precision. Tong et al. [5] found that 81.2% of the energy consumed in floating point multiplication is spent in the mantissa multiplication or over 98% when the rounding unit is disregarded, which is the case for simple truncation. Therefore, we focus on the mantissa multiplication, and chose to base our energy model on a standard array multiplier introduced by Liu and Furber [10], as it is energy-efficient and easily pipelined, which can aid in dynamically varying the precision. Modeling their results as a second-order polynomial to handle both the linear and quadratic operations in a floating-point multiplication operation, we arrived at the following relation:

$$T_{mul}(p) = 1.74 \times p + 0.38 \times p^2$$

C. Reciprocal/Reciprocal Square Root

Historically, several types of iterative reciprocal and reciprocal square root calculations have been used in hardware. SRT division converges upon the correct result linearly, while Newton-Raphson (and others based on Newton’s method) [18] and Goldschmidt (and other power series expansions [19]) converge quadratically to the result.
In order to make more use of low-power units, we chose to model reciprocal and reciprocal square root computations with narrow bit-width multiplications introduced by Ercegovac et al. [20], based on Taylor series expansion. This method consists of a reduction step, evaluation step, and post-processing. Several iterations of the evaluation step are needed, for which some operations require only p/4 bits of precision. When the energies for all stages are summed, the total transition counts are as follows for a reciprocal (3) and a reciprocal square root (4) operation:

\[
T_{\text{RCPS}}(p) = \log_2 p \cdot 5 \cdot T_{\text{MUL}} \frac{P}{4} + T_{\text{ADD}} \frac{P}{4} + T_{\text{MUL}}(p)
\]

(3)

\[
T_{\text{RSL}}(p) = \log_2 p \cdot 4 \cdot T_{\text{MUL}} \frac{P}{4} + T_{\text{ADD}} \frac{P}{4} + T_{\text{MUL}}(p) + T_{\text{MUL}}(p)
\]

(4)

D. Dot Product

We modeled the energy consumed in 3- and 4-component dot products as the sum of transitions in the constituent additions and multiplications:

\[
T_{\text{DP1}}(p) = 3 \cdot T_{\text{MUL}}(p) + 2 \cdot T_{\text{ADD}}(p)
\]

(5)

\[
T_{\text{DP4}}(p) = 4 \cdot T_{\text{MUL}}(p) + 3 \cdot T_{\text{ADD}}(p)
\]

(6)

E. Multiply-Add

Similar to dot products, a multiply-add operation can be modeled as a combination of a multiplication and an addition:

\[
T_{\text{MAD}}(p) = T_{\text{MUL}}(p) + T_{\text{ADD}}(p)
\]

(7)

F. MIN/MAX

Comparisons are typically implemented as a subtract operation followed by checking the sign bit of the result. Therefore, the energy for a min-max operation is simply modeled as an addition:

\[
T_{\text{MINMAX}}(p) = T_{\text{ADD}}(p)
\]

(8)

G. Register File

The energy consumed in reading and writing a register operand is linearly related to the operand’s width, as Alalusi and Victor point out, since control overhead is negligible compared to the energy spent in the actual data path [3]. The analytical models used for register file reads and writes are given below, in Equations 9 and 10. The constant term comes from the selection of the correct register within the file and will vary with size of the register file, but not the precision. The addition of 8 to the precision is to take into account the sign bit and exponent in addition to the mantissa precision, p.

\[
T_{\text{READ}}(p) = 2 \cdot (p + 8) + 16
\]

(9)

\[
T_{\text{WRITE}}(p) = 3 \cdot (p + 8) + 16
\]

(10)

H. Summary

Most arithmetic operations are built upon the addition and multiplication units. Transitions incurred in addition are purely linear with respect to precision, while multiplication’s equation has a quadratic term. Thus, we expect our experimental results to have a second-degree polynomial curve, somewhere between purely linear and purely quadratic, depending on the relative frequencies of use of these operations.

V. EXPERIMENTAL RESULTS

In order to utilize our energy model and visualize the actual errors in rendering, we incorporate the model into ATTILA, a cycle-accurate GPU simulator [21]. We added energy logging functionality: when an operation is executed, it calculates its own energy usage based on the current precision (kept constant during a given simulation) and logs this information for further analysis. In addition, the simulator was modified to provide full support for variable-precision rendering. The GPU’s arithmetic functions were modified to operate on a custom data type that performs truncation of floating-point results to any specified precision. For each simulated frame, the transformed vertices and resulting color buffer are also saved, which allows for examination of error caused by reducing transformation precision. Thus, the data gathered from the simulator is the energy usage of each operation per cycle, the final frame buffer for the simulated frames, and the positions of transformed vertices.

We quantified the errors in the x and y dimensions in individual transformed vertices, since such errors are readily visible on screen as horizontal and/or vertical displacement of the rendered vertex. However, errors along the z dimension (i.e., depth) manifest quite differently. Since the resulting rendered image is in 2D, errors in depth for an individual vertex do not translate to any x or y errors. However, depth errors can cause a triangle to become incorrectly occluded by another triangle whose depth happens to be incorrectly computed to be nearer to the eye than the former. This phenomenon is called “z-fighting,” and it can sometimes cause errors that
are more apparent than \(xy\) errors. A detailed discussion of this type of error is presented in Section VI-A.

The applications that we simulated and analyzed were Doom 3, Prey, Quake 4, and a simple torus viewer, all traces released by the ATTILA group specifically for use with the simulator. Several hundred frames (to create useful videos) of the first two applications were simulated, and several sample frames, used for energy and error analysis, were logged for all four applications.

A. Rendering Error

As a frame of an application was simulated with ATTILA, information regarding its transformed vertices was logged, and only those vertices that were within the view frustum were analyzed. For those vertices that were on screen at full precision, the error was found by taking the root of the squares of the \(x\) and \(y\) distances to the full precision position. As in [2], clipped vertices were not taken into account. The errors seen at precisions less than 8 bits were, for the most part, far too high to make the applications usable, so only precisions greater than or equal to 8 bits were simulated and analyzed for these examples.

B. Energy Savings

The energy characteristics of the applications were as generally expected, given our energy model: the energy usage was higher at higher precisions, and decayed nearly linearly towards lower precisions. There is a slight upward curve in the plot, but it is not very pronounced since the multiplication unit’s quadratic coefficient is relatively small. Work involved in transforming vertices is not dependent on screen size, so the results were identical for the same frame of a given application at different sizes. Fig. 7 shows the graph of simulated energy vs. precision, and Table 2 gives the data for alternate precisions for reference, along with the total number of vertices transformed for the sample frames.

C. Energy-Precision Tradeoff

We present a method of characterizing the tradeoffs in energy and image quality in reduced precision rendering. We allow the designer and user of an application to choose a
balance between energy savings and image quality appropriate to their needs. Figure 8 shows the energy-precision tradeoff curves for all simulated applications. Energy usage is normalized for each application so savings are readily apparent as a percentage of the total energy consumed. We found that xy errors did not cause any perceptible errors when these errors were less than a tenth of a pixel on average. Furthermore, applications did not become unusable until the errors in $x$ and $y$ exceeded, on average, a pixel. At these errors, energy saved was roughly 40% and 50%, respectively. However, actual savings were not quite this pronounced, since $z$-fighting limited the utility of the applications before $xy$ errors grew to an unacceptable level.

VI. DISCUSSION

We briefly discuss two important findings of our work. Errors caused by $z$-fighting, not errors in $xy$ screen position, dictated lower bounds for precisions, and the applications tested did not share a common lowest acceptable precision.

Fig. 7: Energy usage as a function of precision. Quake 4 and Doom 3 had nearly the same energy usage, which was a little more than twice that of Prey. The torus viewing application, though it used relatively little energy, still showed the same relative savings at reduced precisions.
A. Z Errors

Significant $xy$ screen space error did manifest itself at very low precisions, but the limiting factor in playability was due to $z$ errors. Videos made from frames rendered at different precisions reveal that $z$ errors are visible far before $xy$ errors in the transformed geometry.

As mentioned above, $xy$ errors will be shared among triangles sharing a particular vertex, so they will not be seen as actual errors until progressive viewpoints cause the error to be manifested differently. Much more apparent are errors in the depth of a vertex. As precision drops, the depths of transformed vertices begin to converge to a more and more limited set of values. This results in $z$-fighting, seen in the vending machines in Fig. 1(c), which, since it flickers from frame to frame, is much more immediately apparent to a user than slight vertex displacement.

This trend has an important implication: the precision at which $xy$ errors become unreasonable is much lower than the precision at which depth errors become unreasonable. There are several ways that developers can address this issue. These methods are well known to developers and artists, as $z$-fighting is a problem even at full precisions. Reduced precisions require more aggressive use of these techniques. If hardware depth testing is disabled in areas prone to $z$-fighting and the correct draw order is observed, there will be no ambiguity as to which of two coplanar polygons should be drawn. This will eliminate the $z$-fighting artifact, but could add an extra step to the graphics programmer’s pipeline. Also, when an artist designs a model for an application, such as the vending machines, designing them so that there are not two near-coplanar faces can greatly delay the onset of $z$-fighting artifacts as precision is reduced.

<table>
<thead>
<tr>
<th>Vertices</th>
<th>Doom 3</th>
<th>Quake 4</th>
<th>Prey</th>
<th>Torus</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>805</td>
<td>798</td>
<td>364</td>
<td>82</td>
</tr>
<tr>
<td>10</td>
<td>962</td>
<td>954</td>
<td>432</td>
<td>98</td>
</tr>
<tr>
<td>12</td>
<td>1117</td>
<td>1111</td>
<td>503</td>
<td>115</td>
</tr>
<tr>
<td>14</td>
<td>1292</td>
<td>1287</td>
<td>580</td>
<td>132</td>
</tr>
<tr>
<td>16</td>
<td>1464</td>
<td>1461</td>
<td>660</td>
<td>151</td>
</tr>
<tr>
<td>18</td>
<td>1668</td>
<td>1664</td>
<td>745</td>
<td>171</td>
</tr>
<tr>
<td>20</td>
<td>1858</td>
<td>1856</td>
<td>832</td>
<td>192</td>
</tr>
<tr>
<td>22</td>
<td>2076</td>
<td>2075</td>
<td>927</td>
<td>215</td>
</tr>
<tr>
<td>24</td>
<td>2283</td>
<td>2284</td>
<td>1022</td>
<td>238</td>
</tr>
</tbody>
</table>

Table 2: Transition count for a single frame of several applications in millions of transitions. The top line of data in the table gives the total number of vertices transformed in rendering the frame.

B. Content-Dependence of Errors

There was no specific error or precision at which all the simulated applications became unusable. Discrepancies between acceptable precisions in applications are to be expected. Deering [22] noticed that in at least one case, a 3D model actually looked better when it had fewer bits dedicated to its representation, yet other models became unrecognizable after only a few bits were lost. Chow [23] suggests that multiple precisions may be necessary to represent an object well when compressed, which can have much the same effect as reduced precision.

VII. CONCLUSIONS AND FUTURE WORK

We have shown that there is a tradeoff inherent in variable-precision vertex transformations between the error and energy savings for an application. After developing an energy model for the transformation stage of a GPU, we simulated several applications at different precisions. Our experimental results for vertex position error matched those of past research. Furthermore, we have explored the relationship between rendering error and energy savings, both analytically and experimentally, in order to help developers and users of mobile applications choose an operating range to find an acceptable mix of error and energy savings to prolong battery life. Our error model can be applied to any arbitrary vertex shader, allowing a developer to easily see the errors incurred by a shader in use in their applications. They can then take appropriate action to ensure these errors do not cause undesired effects for the end user.

Our results show that significant energy savings can be achieved by using reduced-precision vertex computation, thereby indicating that this idea holds promise. We plan to extend our work to save energy in all parts of the mobile graphics pipeline. The fragment shader uses similar operations, and texture units, rasterization, and memories may all gain energy savings by reducing precision. We will also design circuits to implement variable-precision
operations, an important part of proving viability and understanding the static and dynamic overheads involved in varying precisions.
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