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ABSTRACT
Three dimensional vertically integrated systems allow active devices
to be placed on multiple device layers. In recent years, a number of
research efforts have addressed physical synthesis issuesfor such
systems. Such efforts showed a significant reduction in interconnect
lengths. In order to effectively synthesize designs for 3D systems,
it is necessary to take layer assignment for resources into considera-
tion at higher levels of the design abstraction. We address the layer
assignment problem as a part of a physical aware behavioral synthe-
sis flow. We propose a 0-1 linear program formulation to perform
simultaneous and optimal scheduling, binding and layer assignment
for synthesizing designs for three-dimensional vertically integrated
systems. The objective is to minimize inter-stratal via andthe in-
terconnect length in the critical path while taking thermalgradient
between layers into account (which has been shown to be of partic-
ular concern for 3D systems). Floorplanning is performed for the
synthesized design in order to estimate interconnect lengths. Re-
sults show a reduction of approximately 37% in total interconnect
lengths on an average, compared to a traditional two-dimensional
implementation when 2-5 layer implementations are examined.

1. INTRODUCTION
Rapid technology scaling has led to increased interconnectde-

lays and power consumption. Although Moore’s law has been accu-
rate in it’s prediction thus far, technology scaling is likely to reach
a barrier once 22nm physical gate length is reached [20]. Many re-
search efforts in recent years have concentrated on innovative strate-
gies at the device and fabrication level to alleviate this. Among them,
vertical integration of silicon in the third dimension provides a lot of
promise to improve interconnect performance [10, 1].

Vertical three-dimensional integration refers to stacking of mul-
tiple active device layers by using wafer bonding [9] with vertical in-
terconnects between them (vias). Fig. 1 [4] shows the cross-section
of such a system with two active device layers. Such verticalinte-
gration has been shown to achieve significant improvements in inter-
connect lengths [11] and power dissipation. Joyner et al. [12] show
that reduction in gate pitch and interconnect lengths in a 3Dinte-
grated design leads to an overall reduction in interconnectpower.
Such circuits have been shown to be extremely cost effectivecom-
mercially as well [1].
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Figure 1: Vertically stacked 3D systems

In a vertically integrated 3D system, assignment of resources
to layers is a part of the physical synthesis problem. Zhang et al.
[21] have demonstrated the strong relationship of system partition-
ing with scheduling and binding in the past. As we explain in later
sections, in addition to partitioning the resource set intodifferent
groups, layer assignment must also address the issue of thermal gra-
dient between device layers as that is an extremely important issue
for 3D systems. Further, inter-layer via calculations are more com-
plex compared to the cut-set used for partitioning. All these factors
make it essential to solve the scheduling, binding and layerassign-
ment problems simultaneously in order to generate optimal designs.
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Figure 2: DFG segment and possible layer assignment

Fig. 2(A) shows a data flow graph (DFG) segment. The dashed
lines show the two critical paths in the design. If operations 1 and
4 are both bound to the same multiplier, by assigning the multiplier
M1 to one layer and the adders A1 and A2 to an adjacent layer,
it is possible to reduce interconnect lengths significantlyand also
reduce the number of vias (as shown in Fig. 2(B)). On the other
hand, exchanging the resource binding for operations 4 and 6may
not provide a similar advantage. Since multipliers consumemore
average power than an adder or a subtracter, the layer assignment
shown in 2(B) has the possibility of having an non-decreasing power
profile when traversed from layer 1 to 3. Although layer assignment



shown in Fig. 2(C) will have a non-increasing power profile, it leads
to an increase in the number of inter layer vias. Power profileaffects
the thermal distribution of the system as explained in Section 2.1.

In general, the growing complexity of designs has necessitated
the use of a hierarchical design strategy for the synthesis of digital
circuits. Hierarchical synthesis is performed in three distinct stages
as shown in Fig. 3: behavioral synthesis which or high level syn-
thesis (HLS), logic synthesis and physical synthesis. Although a
hierarchical design strategy simplifies the design problem, it also
limits the design space as decisions taken at each level of the hierar-
chy limits the design space. This has led to physical-synthesis aware
synthesis strategies wherein the decisions taken at higherlevels rely
on forward looking estimates of the final physical implementation.
The tight coupling between HLS decisions and the final physical lay-
out have been demonstrated by a number of researchers in the past
[14, 19]. The vertically integrated 3D system is no exception and in
fact even more so because of the additional complexities of thermal
gradients and inter layer via. Hence, in order to design highper-
formance designs for such systems, it is necessary to examine layer
assignment at the earliest stages of the design hierarchy.
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Figure 3: Hierarchical synthesis flow

In this work, we address the layer assignment problem as a part
of behavioral synthesis. We propose a 0-1 linear programming for-
mulation to perform simultaneous scheduling, binding for opera-
tions and layer assignment for resources to synthesize designs for
vertically integrated 3D systems. The goal is to minimize inter-
stratal via and the critical path length while taking thermal gradient
between layers into account. Floorplanning is performed for the syn-
thesized design in order to estimate interconnect lengths.The rest of
this paper is organized as follows: Sec. 2 discusses some aspects
specific to the synthesis of these systems. We outline the 0-1LP
formulation in Sec. 3. Sec. 4 describes the experimental framework
and talks about the floorplanner used in this work. Experimental
results are provided in Sec. 5. Finally, we conclude in Sec. 6.

2. ISSUES IN 3D SYSTEMS DESIGN
Rahman et al. [17] argues the infeasibility of integrating more

than 4 or 5 strata because of the cost and complexity of integrating a
large number of strata coupled with the congestion caused byinter-
stratal interconnects. For synthesis purposes as well, it is safe to
assume the use of a fixed number of strata (in the range of 3-5).

2.1 Thermal Considerations
The relationship of thermal profile of a system with its perfor-

mance and reliability is well established. This also has specific im-
plications for designs targeting vertically integrated 3Dsystems. For
a design with L active layers, the temperature rise of thelth active

layer above the ambient is given by the following equation [13]:4Tj = lXi=1[Ri( LXk=i PkA )℄
wherePi is the power dissipation of theithlayer andRi represents
the thermal resistance between theith and(i� 1)th layers. Clearly,
temperature rise in thelth increases with power dissipation in that
layer [13]. In order to limit this increase, we propose enforcing a
non-increasing power gradient betweenith and(i � 1)th layers. It
should also be noted that decreasing power gradient would cause an
imbalance in the active device areas among the layers by placing
larger number of resources in layer closest to the lowest substrate.
Hence it is also necessary to ensure that total active area ofthe design
does not increase because of an area imbalance between layers.

2.2 Layer Assignment
The layer assignment problem for vertically integrated 3D sys-

tems might appear similar to partitioning in traditional 2Ddesigns at
first glance. However, the issues are quite different for 3D systems.
First of all, partitioning essentially increases interconnect lengths
for the set of nets crossing partition boundaries. On the contrary, as-
signing communicating resources to different layers can reduce in-
terconnect lengths. This will be elaborated in Section 3.2 where this
characteristic is used to minimize the critical path length. Secondly,
the cost function to determine the number of interconnects crossing
layer boundaries is dependent on the number of layers itcrosses.

3. HLS WITH LAYER ASSIGNMENT
We formulate the simultaneous scheduling, binding and layer as-

signment problem as a 0-1 Linear program (0-1LP). We chose to
solve the problem as a 0-1 linear program as such solutions tend to
be optimal given a judicious choice of the minimization/maximization
objective. Although solving such problems can be time consum-
ing, it is acceptable to use this approach in the current context since
the size of DFG’s at the behavioral level are not too large andthe
number of stacked layers are limited as well. The variables,con-
straints and objective of the formulations are described indetail in
this section. In addition to performing scheduling, binding and layer
assignment, we also generate constraints that can be used bya place-
ment/floorplanner that follows HLS. Fig. 4 shows the proposed flow.

3.1 Variables and Constraints
The following variables are used for describing the problem:� L denotes the number of active device layers in the design.� N denotes the total number of operations in a design.� Rmax is the total number of resources available for design

implementation.� Amax denotes the maximal area allowed for every layer.� Ei denotes the ASAP schedule for nodevi.� Lmax denotes maximum ALAP time step among all opera-
tions. Which is also the maximal allowable latency constraint
for the design.� Li denotes the ALAP schedule for nodevi. The ALAP sched-
ule is determined by performing time-constrained scheduling
for the DFG given a maximal allowable latency constraint
(schedule length) for the design.� vi 2 V denotes the set of all operations.� rk 2 R denotes the set of all available resources.
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Figure 4: Simultaneous scheduling, binding and layer assign-
ment� vijkl is a 0-1 variable that models if an operationvi is sched-

uled in control stepj, bound to resourcek and assigned to
layerl. vij , vik, vil can be derived fromvijkl. These variables
model if an operation is scheduled in control stepj, bound to
resourcek, assigned to layerl, respectively. The relations be-
tween them are:vij = LXl=1 RmaxXk=1 vijkl vik = LXl=1 LiXj=Ei vijklvil = RmaxXk=1 LiXj=Ei vijkl� A resourcerkl is a 0-1 variable that models if a resourcerk is
assigned to layerl.� pk denotes the average power dissipation of resourcerk. Ak
denotes the area of resourcerk. Both of these area known
values obtained from the resource specifications.� dl models the average power dissipation in layerl.� CPath in the set of operation nodes in the critical path.

3.1.1 Uniqueness constraints
An operationvi can be scheduled in only control step, bound to

one resource and assigned to one layer. This is an essential set of
constraints the value of which determines the binding information,
control-step assignment and layer allocation for an operation node.LXl=1 RmaxXk=1 LiXj=Ei vijkl = 1; 8 vi 2 V
3.1.2 Dependency Constraint

If there is a dependency from nodevi1 to vi2 ( vi1 ! vi2 ) , vi2
has to be scheduled at a control step greater than the one in whichvi1 is scheduled. In order to enforce this constraint, for everypos-
sible schedule ofvi1 , the sum ofvi1j1kl + vi2j2kl wherej2 � j1
should be less than or equal to 1. Ifvi1 is scheduled in time stepj1,

schedulingvi2 at j2 < j1 violates this constraint.LXl=1 RmaxXk=1 vi1j1kl + j1Xj2=Ei2 LXl=1 RmaxXk=1 vi2j2kl � 1
for j1 = Ei1 ::Li1 wherevi1 ! vi2

Dependency constraint violated if v2 is scheduled in time step x
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Figure 5: Dependency constraint illustration

3.1.3 Resource Usage Constraint
Every resource can be used a maximum of one time in every

control step. This ensures that for all the operation that are bound to
the same resource, at most one can be executing at any control-step.LXl=1 NXi=1 vijkl � 1; 8 j = 1::Lmax; 8 k = 1::Rmax
3.1.4 Layer Area Constraint

The sum of the areas of resources assigned to a layer must be
less than or equal to the maximum area for a layer. Zhang et al.
[21] modeled partition size bounds in terms of the maximum num-
ber of nodes allowed in a partition. However, when performing layer
assignment for resources, unless the active area in each layer is bal-
anced, there is an effective increase in total silicon area (total silicon
area is the product ofL and the area of the layer with largest area).RmaxXk=1 Akrkl � Amax; 8 l = 1::L

In order to ensure active area balancingAmax is derived from the
allocated resource set by using the following relationship. Amax =PRmaxk=1 Ak=L + Ak;max whereAk;max is the size of the largest
resource in the design.

3.1.5 Layer Assignment for Resources
A resource can be assigned to one and only one layer. This is a

an uniqueness constraint for layer assignment of resources.LXl=1 rkl = 1; 8rk 2 R
3.1.6 Power Constraint

A decreasing power gradient is maintained from the lowest tothe
highest layers in order to control the thermal gradient in the design.pk is the average power dissipation of resourcerk. The productpk1rk1l1 for a layerl1, evaluates topk1 if the resourcerk1 is as-
signed to layerl1. The value ofdl1 is equal to the sum of average
power of resources in layerl1. Non-increasing power gradient be-
tween layersl1 andl2 where(l2 > l1) is enforced by the condition
that for every pair ofadjacent layers, the average power of resources
in the upper layer must be less than that of the lower layer.



RmaxXk=1 pkrkl � dl = 0; 8 l = 1::Ldl1 � dl2 � 0; 8l1; l2 where(l2 > l1)
3.1.7 Correctness Constraint

In every control step,vijkl for the operations bound to a resourcerk must matchrkl for that control step and that layer. This is nec-
essary to ensure that therkl andvijkl correspond to each other. For
example, if operationv1 is bound to resourcer5 and is assigned to
layer 3,v1j153 = 1 and so,r53 = 1.NXi=1 LiXj=Ei vijkl � rkl = 0 8 r 2 R; 8 l 2 L; 8 l = 1::L
3.2 Objective

The objective is to reduce communication costs in terms of the
number of vias, while reducing interconnect length in the critical
path. Since the critical path in a DFG dictates the latency ofthe
design, minimizing the interconnects along the critical path would
reduce design latency. This is in contrast to increasing theclock
speed of the design, but both ultimately serve similar purposes.

To minimize vias, we need to assign communicating operations
to thesame layer whenever possible. Minimization of the intercon-
nect length in the critical path is motivated by the fact thattwo com-
municating operations have smallest separation when one isplaced
above the other in the z-dimension. We proposephysical chaining of
the resources in the critical path along the layers of the design. Phys-
ical chaining prevents them from being clustered in two adjacent lay-
ers (which would lead to increase in intra-layer interconnect length)
while reducing interconnect lengths by providing verticalproximity.
This is illustrated in Figure 6. The objective is formulatedas a max-
imization goal with� and� beingnormalized constants used for
weighing the two factors in order to perform a trade-off.
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Figure 6: Illustration of the critical path objectiveObje
tive = �:V ias+ �:CrtPathV ias =PLl=1 vi1l � vi2l 8vi1 ; vi2 wherevi1 ! vi2 . The prod-
uct vi1l � vi2l evaluates to unity only if the two operations are as-
signed to the same layer. If there areDFGedges edges in a data
flow graph, the maximum value that

PLl=1 vi1l � vi2l can have,
is DFGedges. In order to normalize the contribution of vias, the
value of� is set to1=DFGedges. Hence, the sum of products termPLl=1 vi1l � vi2l can take the maximum value of 1 when all pairs of
communicating resources are assigned to the same layer.

Besides the layer area constraints, what prevents all operations
(hence all resources), to be assigned to the same layer is theCrt-
Path objective. TheCrtPath objective tries to maximize assigning

communicating operations in the critical path in adjacent layers in
a physical chain. This is based on the hypothesis that inter-layer
wires can be shorter compared to intra-layer wires (by performing
constraint-driven placement/floorplanning wherein communicating
resources across layers are placed close together in the xy-direction).CrtPath =PLl=1(PPi1=1;i2=i+1 vi1l1 � vi2l2+vi2l2 � vi3l3 + ::+ vip�1lp�1 � viplp) 8vi1 ; vi2

wherevi1 ! vi2 , (vi1 ; vi2 ) 2 CPath, P = CPathlength andl1; l2; :::lp form a chain of length P in either of the form m, m+1,
m+2,... ,L-1, L, L-1, L-2,......,3, 2, 1 or of the form m, m-1,m-2,...2,
1, 2, .., L-1, L. Fig. 6 shows the preferred physical chainingof re-
sources in the critical path. The term has a maximum value when
every pair of resources in the critical path are assigned to layers ad-
jacent to each other in a physical chain. Since the maximum value of
this term can be equal to the critical path length, the normalization
factor� used is1=P .

While the first part of the objective tries to minimize the vias, the
second part tries to place resources in different layers causing more
vias to be introduced in the system. Maximization of the sum of the
two objectives allow us to perform a trade-off between interconnect
lengths and vias. Theoretically the maximum value that the objective
function can take is 2 but for a realistic system the objective function
is maximized by a trade-off between the two goals.

Ilog Cplex [3], a Linear Programming Package, has been used
to solve the LP formulation. We have used Task Graphs for Free
(TGFF) [18] to generate a number of pseudo random data flow graphs
for use as benchmarks for validating the proposed approach.We
were able to handle DFGs up to the size of 44 nodes in a reasonable
amount of time (the longest time was 56 seconds). TGFF has been
used earlier [7] for scheduling and binding research. It allowed us
to examine various types of DFGs of different sizes and examine the
applicability of our approach in a very generalized context.

3.3 Linearization
There are a number of different linearizartion techniques that can

be used to convert non-linear equations to a linear form [8, 2]. We
use Fortet’s linearization method [2]. For every termt1 � t2 a new
variablet3 is introduced. The relation between these variables is:t1 + t2 � t3 � 1 , � t1 � t2 + 2 � t3 � 0

The first equation forcest3 to be 1 when botht1 and t2 are 1.
The second equation forcest3 to be 0 when eithert1 or t2 is 0.

4. CONSTRAINT GENERATION FOR FLO-
ORPLANNING

While trying to minimize vias, we prefer assigning communicat-
ing resources to layers close to each other; ideally in the same layer.
Consider the situation illustrated in Fig 7.R1 andR2 communicate
with each other. (R1 ! layer1, R2 ! layer1) is a preferred as-
signment compared to (R1 ! layer1, R2 ! layer2). Further, the
second mapping is preferred over (R1 ! layer1, R2 ! layer3).
Let the floorplan generated in each case result in interconnectsNet1,Net2 andNet3 respectively. But it is possible for the interconnect
lengths to have the following relation:Net1 > Net2 > Net3 de-
pending on the placement of resources within every layer. Thus,
an optimal solution should be able to consider floorplanningas a
part of the scheduling, binding and layer assignment problem. How-
ever, inclusion of placement/floorplanning in the LP formulation in-
creases the complexity of the problem manifold. Hence, we chose
to perform simultaneous scheduling, binding and layer assignment



and generate the optimization objective and constraints that can be
used by a floorplanner.
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Figure 7: Multi-layer floorplanning and interconnect lengths

Floorplanning is performed on all the synthesis results in order to
obtain wirelength estimates. The floorplanner used is basedon that
proposed by Kim et al. [15] which proposes a linear programming
formulation for generating optimal floorplans. We perform floor-
planning for the scheduled and bound DFG for different values ofL (number of design layers) and compare the interconnect length
estimates with that obtained using traditional 2-D floorplanning on
the same design using the above floorplanner. To accommodatesi-
multaneous floorplanning for all the layers for a verticallyintegrated
system, the following constraints/objective are generated:� No-overlap constraints are specifiedonly between resources

assigned to the same layer. This allows us to generate the
floorplans for all the layers simultaneously.� The minimization objective for the floorplanner includes re-
duction of the two-dimensional bounding box enclosing every
interconnect that span multiple layers. This corresponds to
minimizingNx +Ny in Fig. 8 as that would leadR1 andR2
to be placed directly above one another. This results is plac-
ing connected resources that are assigned to different layers
with minimal x-y separation between them and ensures that
the significant contribution to the total interconnect is due to
the via length (which we have no control over).
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Figure 8: x-y minimization for inter layer communication

Wirelength estimation models for vertically integrated 3Dsys-
tems is not quite well developed. Deng et al. [6], used half-perimeter
wirelengths while studying the interconnect characteristics of verti-
cally integrated systems but did not take via lengths into account.
Their contention was that the contribution of via-lengths to complete
interconnect length is minimal. Das et al. [5] on the other hand used
used the 3-D bounding box metric. We have used a similar model
for estimating interconnect lengths. Since empirical dataabout via
lengths is not readily available, we have varied the contribution of
a via to an interconnect to be 10%, 25% and 40% of the maximum
height or width of the resource set used in the design. we willrefer
to this asR(x;y)Max in the following section. Further details are not
provided due to limitation of space.
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5. EXPERIMENTAL RESULTS
We first illustrate the difference between the scheduling and bind-

ing obtained by the proposed methodology with a traditionalap-
proach. We compare the scheduled and bound DFG generated by
our approach with that generated by a heuristic HLS approachAS-
SERTA [16]. ASSERTA uses Force Directed List Scheduling fol-
lowed by recursive-improvement based resource binding. Fig.9 shows
the scheduling and binding performed by our proposed approach and
by ASSERTA. We also show the assignment of resources to layers
when maximum number of layers is about 3. In the proposed ap-
proach, resourcesA1 andD3 are in layer 1, resourcesM2 andS4
are in layer 2 andA0 is in layer 3. If the same layer assignment was
performed for the scheduled and bound DFG generated by Asserta
with S5 being assigned to layer 3 (for area balancing), the number
of vias increase from 8 in the first case to 14 in the second.

Fig. 10 shows the variation of total interconnect lengths when
inter-stratal via lengths were set to 40% ofR(x;y)Max . Each group
of data show the total interconnect lengths for a benchmark as the
number of layers increase from 1 to 5. The benchmark sizes increase
along the x-axis from 14 to 44 operation nodes. The proposed ap-
proach failed to generate a result for benchmarks with 39 and44
nodes when trying to map to 5 device layers. This is possibly be-
cause the solver was unable to meet power gradient constraints given
the area balancing factor for those designs. Fig.11 shows the reduc-
tion in interconnect lengths as a percentage reduction compared to a
2D floorplanner for different number of layers. The inter-stratal via
lengths were set to 40% ofR(x;y)Max in this case as well. Although
the percentage reduction for the smaller benchmarks is highest for 4
layers, as the size of benchmarks increase, 2 and 3 number of lay-
ers show the most reduction. Additionally, the reduction ismore
significant for larger benchmarks.

Fig. 13 shows the average reduction in interconnect lengthsfor
the entire benchmark suite for different number of layers. The three
line in the graph shows the average reduction when inter-stratal via
lengths are set to 10%, 25% and 40% ofR(x;y)Max . The important
observation here is the existence of a point of diminishing returns. In
each case, the average % reduction in interconnect length reaches a
peak and then starts falling when additional layers are stacked. Note
that there is still a improvement compared to a 2D implementation,
but the % improvement falls. Fig. 12 shows the number of vias
introduced in the design when the design is mapped to increasing
number of layers. For 24 and 34, the number of vias jump signif-
icantly when stacked layers are increased from 3 to 4. This also
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validates the existence of such a point of diminishing returns.

6. CONCLUSIONS
In this work we addressed the layer assignment problem for three-

dimensional vertically integrated systems as a part of a physical
aware behavioral synthesis flow. We outlined a 0-1 linear program-
ming formulation to perform simultaneous scheduling, binding and
layer assignment. In order to estimate total interconnect lengths,
floorplanning was performed on the resulting scheduled, bound data
flow graphs. The experiments were restricted to DFGs with up to 44
nodes since 0-1 LP has a time complexity exponential in the num-
ber of variables. On an average, reductions of 37% was obtained for
total interconnect lengths (for different values of the inter-stratal via
lengths) compared to a traditional two-dimensional implementation
when 2-5 layer implementations are examined. We also observed
that the gain was greater for larger benchmark sizes. A trendwas es-
tablished for the gain and we observed was the existence of a point
of diminishing returns.
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