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ABSTRACT

Three dimensional vertically integrated systems allowedatevices
to be placed on multiple device layers. In recent years, abenrof
research efforts have addressed physical synthesis ifsusach
systems. Such efforts showed a significant reduction imdntenect
lengths. In order to effectively synthesize designs for $Btams,
itis necessary to take layer assignment for resources antsidera-
tion at higher levels of the design abstraction. We additessatyer
assignment problem as a part of a physical aware behaviorties
sis flow. We propose a 0-1 linear program formulation to penfo
simultaneous and optimal scheduling, binding and layegassent
for synthesizing designs for three-dimensional verticaltegrated
systems. The objective is to minimize inter-stratal via #mel in-
terconnect length in the critical path while taking therrgeddient
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Figure 1: Vertically stacked 3D systems
In a vertically integrated 3D system, assignment of resesirc

between layers into account (which has been shown to be tifpar to layers is a part of the physical synthesis problem. Zharaj.e

ular concern for 3D systems). Floorplanning is performedtiie
synthesized design in order to estimate interconnect hsngRe-
sults show a reduction of approximately 37% in total intercect
lengths on an average, compared to a traditional two-diroeak
implementation when 2-5 layer implementations are exathine

1. INTRODUCTION

Rapid technology scaling has led to increased interconect
lays and power consumption. Although Moore’s law has been-ac
rate in it's prediction thus far, technology scaling is likéo reach
a barrier once 22nm physical gate length is reached [20].yMen
search efforts in recent years have concentrated on iriesitate-
gies at the device and fabrication level to alleviate thisiohg them,
vertical integration of silicon in the third dimension pides a lot of
promise to improve interconnect performance [10, 1].

Vertical three-dimensional integration refers to stagkifi mul-
tiple active device layers by using wafer bonding [9] witintieal in-
terconnects between them (vias). Fig. 1 [4] shows the seston
of such a system with two active device layers. Such vertitet
gration has been shown to achieve significant improvemaritser-
connect lengths [11] and power dissipation. Joyner et &} ghow
that reduction in gate pitch and interconnect lengths in arg8®-
grated design leads to an overall reduction in interconpeuter.
Such circuits have been shown to be extremely cost effectine-
mercially as well [1].
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[21] have demonstrated the strong relationship of systertitipa-
ing with scheduling and binding in the past. As we explainaitet
sections, in addition to partitioning the resource set iifterent
groups, layer assignment must also address the issue ofahgra-
dient between device layers as that is an extremely impiisane
for 3D systems. Further, inter-layer via calculations amrarcom-
plex compared to the cut-set used for partitioning. All thésctors
make it essential to solve the scheduling, binding and lagsign-
ment problems simultaneously in order to generate optiresigths.

Figure 2: DFG segment and possible layer assignment

Fig. 2(A) shows a data flow graph (DFG) segment. The dashed
lines show the two critical paths in the design. If operagidnand
4 are both bound to the same multiplier, by assigning theiptielt
M1 to one layer and the adders Al and A2 to an adjacent layer,
it is possible to reduce interconnect lengths significaatig also
reduce the number of vias (as shown in Fig. 2(B)). On the other
hand, exchanging the resource binding for operations 4 amdy6
not provide a similar advantage. Since multipliers consunoee
average power than an adder or a subtracter, the layer essign
shown in 2(B) has the possibility of having an non-decregapower
profile when traversed from layer 1 to 3. Although layer assignt



shown in Fig. 2(C) will have a non-increasing power profiléeads
to an increase in the number of inter layer vias. Power prafflcts
the thermal distribution of the system as explained in $acil.

In general, the growing complexity of designs has necdssita
the use of a hierarchical design strategy for the synthddiggaal
circuits. Hierarchical synthesis is performed in thredidd stages
as shown in Fig. 3: behavioral synthesis which or high leyel s
thesis (HLS), logic synthesis and physical synthesis. d\lgh a
hierarchical design strategy simplifies the design probliralso
limits the design space as decisions taken at each levet dfiénar-
chy limits the design space. This has led to physical-sisgtevare
synthesis strategies wherein the decisions taken at highels rely
on forward looking estimates of the final physical implenation.
The tight coupling between HLS decisions and the final play$iy-

layer above the ambient is given by the following equatidsi;1
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whereP; is the power dissipation of th&"layer andR; represents
the thermal resistance between tffeand(i — 1)t* layers. Clearly,
temperature rise in thB" increases with power dissipation in that
layer [13]. In order to limit this increase, we propose eaiiog a
non-increasing power gradient betweghand(i — 1)** layers. It
should also be noted that decreasing power gradient woukkcan
imbalance in the active device areas among the layers bynglac
larger number of resources in layer closest to the lowesttsatie.
Hence itis also necessary to ensure that total active atba design

out have been demonstrated by a number of researchers imshe pdoes not increase because of an area imbalance betwees layer

[14, 19]. The vertically integrated 3D system is no exceptaod in
fact even more so because of the additional complexitiesesfrial
gradients and inter layer via. Hence, in order to design Ipigh
formance designs for such systems, it is necessary to erdayar
assignment at the earliest stages of the design hierarchy.
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Figure 3: Hierarchical synthesis flow

2.2 Layer Assignment

The layer assignment problem for vertically integrated §8-s
tems might appear similar to partitioning in traditional 88signs at
first glance. However, the issues are quite different for g&esms.
First of all, partitioning essentially increases intengeat lengths
for the set of nets crossing partition boundaries. On théraon as-
signing communicating resources to different layers caluce in-
terconnect lengths. This will be elaborated in Section $h2ne this
characteristic is used to minimize the critical path len@bcondly,
the cost function to determine the number of interconnetssing
layer boundaries is dependent on the number of layerssses.

3. HLS WITH LAYER ASSIGNMENT

We formulate the simultaneous scheduling, binding andrlage
signment problem as a 0-1 Linear program (0-1LP). We chose to
solve the problem as a 0-1 linear program as such solutiomstte
be optimal given a judicious choice of the minimization/nmaization
objective. Although solving such problems can be time comsu
ing, it is acceptable to use this approach in the currentesosince
the size of DFG’s at the behavioral level are not too large thed

In this work, we address the layer assignment problem asta pasumber of stacked layers are limited as well. The variatdes;

of behavioral synthesis. We propose a 0-1 linear programrar
mulation to perform simultaneous scheduling, binding fpera-
tions and layer assignment for resources to synthesizgroe$or
vertically integrated 3D systems. The goal is to minimizeeiin
stratal via and the critical path length while taking thergradient
between layers into account. Floorplanning is performethie syn-
thesized design in order to estimate interconnect lengths rest of

this paper is organized as follows: Sec. 2 discusses sonsetasp

specific to the synthesis of these systems. We outline the.B-1
formulation in Sec. 3. Sec. 4 describes the experimentaidveork
and talks about the floorplanner used in this work. Expertaien
results are provided in Sec. 5. Finally, we conclude in Sec. 6

2. ISSUES IN 3D SYSTEMS DESIGN

Rahman et al. [17] argues the infeasibility of integratingren
than 4 or 5 strata because of the cost and complexity of iatiegra
large number of strata coupled with the congestion causedtes
stratal interconnects. For synthesis purposes as wel, safe to
assume the use of a fixed number of strata (in the range of 3-5).

2.1 Thermal Considerations

The relationship of thermal profile of a system with its perfo
mance and reliability is well established. This also hagi§igam-
plications for designs targeting vertically integrated8Btems. For
a design with L active layers, the temperature rise of/theactive

straints and objective of the formulations are describedeitail in
this section. In addition to performing scheduling, birgdand layer
assignment, we also generate constraints that can be usegulde-
ment/floorplanner that follows HLS. Fig. 4 shows the projpidaw.

3.1 Variables and Constraints
The following variables are used for describing the problem

e [ denotes the number of active device layers in the design.
e N denotes the total number of operations in a design.

e R..q- IS the total number of resources available for design
implementation.

e A,... denotes the maximal area allowed for every layer.

e FE; denotes the ASAP schedule for noge

e L., denotes maximum ALAP time step among all opera-
tions. Which is also the maximal allowable latency constrai
for the design.

e [; denotes the ALAP schedule for node The ALAP sched-
ule is determined by performing time-constrained scheduli
for the DFG given a maximal allowable latency constraint
(schedule length) for the design.

e v; € V denotes the set of all operations.

e r, € R denotes the set of all available resources.



schedulingy;, atj» < ji violates this constraint.
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Figure 5: Dependency constraint illustration

_ _ _ o _ 3.1.3 Resource Usage Constraint
Figure 4: Simultaneous scheduling, binding and layer assig Every resource can be used a maximum of one time in every
ment control step. This ensures that for all the operation thebaund to
e v;;;; iS a 0-1 variable that models if an operationis sched-  the same resource, at most one can be executing at any esigpol
uled in control stepj, bound to resourcé and assigned to
layerl. vi;, vik, vs; can be derived from;;x;. These variables L N
model if an operation is scheduled in control sjepound to Z Z“ijkl <1,Vj=1.Lmas, Vk=1.Rmae
resourcek, assigned to laydr, respectively. The relations be- ==

tween them are: ]
3.1.4 Layer Area Constraint

Rmax L L;
o 3 o B The sum of the areas of resources assigned to a layer must be
Yis = ; ; Vigkt - Vik = ;J; Vight less than or equal to the maximum area for a layer. Zhang et al.
! [21] modeled partition size bounds in terms of the maximumnu
ber of nodes allowed in a partition. However, when perfogiayer
Rmaa L; assignment for resources, unless the active area in eaghitalyal-
vy = Z Z Vijh anced, there is an effective increase in total silicon aal(silicon
k=1 j=E; area is the product df and the area of the layer with largest area).
e Aresourcer; is a 0-1 variable that models if a resourgeis Rumax
assigned to laye Z Aprir < Amaz, VI=1..L
e pr denotes the average power dissipation of resourced k=1
denotes the area of resource. Both of these area known In order to ensure active area balancihg, .. is derived from the
values obtained from the resource specifications. allocated resource set by using the following relationship,... =
Hmas Ay )L + Ag.max Where Ay ma. is the size of the largest

o P
e d; models the average power dissipation in lalyer resource in the design.

e CPath in the set of operation nodes in the critical path. .
3.1.5 Layer Assignment for Resources

3.1.1 Uniqueness constraints A resource can be assigned to one and only one layer. This is a
An operationv; can be scheduled in only control step, bound to@n uniqueness constraint for layer assignment of resaurces

one resource and assigned to one layer. This is an essegitiall s L

constraints the yalue of which determineg the bindin.g mition, Z’"k’ =1,Vr, € R

control-step assignment and layer allocation for an ofmratode. =1

L Romas L 3.1.6 Power Constraint

Z Z vijrt =1, Voi €V A decreasing power gradient is maintained from the lowesteo
=1 k=1 j=E; highest layers in order to control the thermal gradient andlsign.
. pr 1S the average power dissipation of resourge The product
3.1.2 Dependency Constraint pr, Tk, fOr a layerl;, evaluates tgy, if the resourcery, is as-

If there is a dependency from nodg to v, (vi;, — viy) , Viy signed to layei:. The value ofd;, is equal to the sum of average
has to be scheduled at a control step greater than the oneich wh power of resources in layér. Non-increasing power gradient be-
v, is scheduled. In order to enforce this constraint, for eyery-  tween layerd, andl, where(l, > [1) is enforced by the condition
sible schedule of;, , the sum ofv;, j, 1 + vi, .01 Wherejs < ji that for every pair oadjacent layers, the average power of resources

should be less than or equal to 1wf is scheduled in time stef, in the upper layer must be less than that of the lower layer.



Rmaz
Z perki —di =0, VI=1..L
k=1

dl] — d12 >0, Vi, l2 Where(lz > ll)

3.1.7 Correctness Constraint

In every control stepy;;1; for the operations bound to a resource
r, must matchry; for that control step and that layer. This is nec-
essary to ensure that thg, andv;;x; correspond to each other. For
example, if operation; is bound to resources and is assigned to
layer 3,v1j,53 = 1 and soys3 = 1.

N L;

S>> v —ru=0 VreR VIeL VI=1.L

i=1j=FE;

3.2 Objective

The objective is to reduce communication costs in terms ef th
number of vias, while reducing interconnect length in thiéiaad
path. Since the critical path in a DFG dictates the latencthef
design, minimizing the interconnects along the criticahpaould
reduce design latency. This is in contrast to increasingctbek
speed of the design, but both ultimately serve similar psepo

To minimize vias, we need to assign communicating operation
to thesame layer whenever possible. Minimization of the intercon-
nect length in the critical path is motivated by the fact thai com-
municating operations have smallest separation when qulaésd
above the other in the z-dimension. We proppisgsical chaining of
the resources in the critical path along the layers of thigde®hys-
ical chaining prevents them from being clustered in two eelja lay-
ers (which would lead to increase in intra-layer intercarhength)
while reducing interconnect lengths by providing vertigadximity.
This is illustrated in Figure 6. The objective is formulaeia max-
imization goal witha and 8 beingnormalized constants used for
weighing the two factors in order to perform a trade-off.

Figure 6: lllustration of the critical path objective

Objective = a.Vias + 3.CrtPath

Vias = Zle Uiyl * Uiyl Y05, , Ui, Wherev;, — v;,. The prod-

communicating operations in the critical path in adjaceygers in
a physical chain. This is based on the hypothesis that iayer
wires can be shorter compared to intra-layer wires (by penifug
constraint-driven placement/floorplanning wherein comivating
resources across layers are placed close together in tthieegtion).

CrtPath = Z{:] (Zi:l,iQ:H»l Viyly * Vigly+
Vigly * Vigly + - + Vi, 11, 4 * Viy1,) Y0iy, iy
wherev;, — vi,, (vi;,vi,) € CPath, P = CPathie,g:n, and
l1,12,...l, form a chain of length P in either of the form m, m+1,
m+2,... ,L-1, L, L-1, L-2, ,3, 2, 1 or of the form m, m+h;2,...2,
1, 2, .., L-1, L. Fig. 6 shows the preferred physical chainifge-
sources in the critical path. The term has a maximum valuenwhe
every pair of resources in the critical path are assignedyters ad-
jacent to each other in a physical chain. Since the maximuuoe\af
this term can be equal to the critical path length, the nazatibn
factorg used isl/P.

While the first part of the objective tries to minimize thesjithe
second part tries to place resources in different layersingumore
vias to be introduced in the system. Maximization of the stithe
two objectives allow us to perform a trade-off between ichanect
lengths and vias. Theoretically the maximum value that bjeative
function can take is 2 but for a realistic system the objedtinction
is maximized by a trade-off between the two goals.

llog Cplex [3], a Linear Programming Package, has been used
to solve the LP formulation. We have used Task Graphs for Free
(TGFF) [18] to generate a number of pseudo random data flgmhgra
for use as benchmarks for validating the proposed approséh.
were able to handle DFGs up to the size of 44 nodes in a readsonab
amount of time (the longest time was 56 seconds). TGFF has bee
used earlier [7] for scheduling and binding research. tvedld us
to examine various types of DFGs of different sizes and emartie
applicability of our approach in a very generalized context

3.3 Linearization

There are a number of different linearizartion technighes tan
be used to convert non-linear equations to a linear formJ[8\\&
use Fortet’s linearization method [2]. For every tar ¢, a new
variablets is introduced. The relation between these variables is:

tr+t—13<1 , —t1 —ta+2xt3<0

The first equation forces; to be 1 when both; andt, are 1.
The second equation forcesto be 0 when eithet; or ¢ is 0.

4. CONSTRAINT GENERATION FOR FLO-
ORPLANNING

While trying to minimize vias, we prefer assigning commuatic
ing resources to layers close to each other; ideally in theedayer.
Consider the situation illustrated in Fig R, and R, communicate
with each other. R1 — layer:, Ry — layeri) is a preferred as-
signment compared td®; — layer:, R2 — layers). Further, the

uct v;,; * v, evaluates to unity only if the two operations are as-second mapping is preferred ovet:( — layer:, Ra — layers).
signed to the same layer. If there a¥'G.q4es €dges in a data | etthe floorplan generated in each case resultin interaisné:t, ,
flow graph, the maximum value thdf|", vi,; * vi,; can have, Net, and Net; respectively. But it is possible for the interconnect
iS DFGecag4es. In order to normalize the contribution of vias, the |engths to have the following relatioiVet; > Nety > Nets de-
value ofa is set tol / DF Geaqes- Hence, the sum of products term pending on the placement of resources within every layerusTh
Z,":l v;,1 * Uiy Can take the maximum value of 1 when all pairs of an optimal solution should be able to consider floorplanrdasga
communicating resources are assigned to the same layer. part of the scheduling, binding and layer assignment probldow-
Besides the layer area constraints, what prevents all tpesa ever, inclusion of placement/floorplanning in the LP foratidn in-
(hence all resources), to be assigned to the same layer Srthe creases the complexity of the problem manifold. Hence, vaseh
Path objective. TheC'rt Path objective tries to maximize assigning to perform simultaneous scheduling, binding and layergassent



and generate the optimization objective and constraimtisdan be Proposed 3¢
used by a floorplanner. Approach ::::3 S
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Figure 7: Multi-layer floorplanning and interconnect lengths

Floorplanning is performed on all the synthesis resultsdento

obtain wirelength estimates. The floorplanner u_sed is bapatiat _ Figure 9: Comparison with ASSERTA
proposed by Kim et al. [15] which proposes a linear prograngmi
formulation for generating optimal floorplans. We performoft 5. EXPERIMENTAL RESULTS
planning for the scheduled and bound DFG for different \alok We firstillustrate the difference between the schedulirdytand-
L (number of design layers) and compare the interconnectienging obtained by the proposed methodology with a traditicagz!
estimates with that obtained using traditional 2-D floonpiag on  proach. We compare the scheduled and bound DFG generated by
the same design using the above floorplanner. To accommsidate our approach with that generated by a heuristic HLS appréash
multaneous floorplanning for all the layers for a verticatifegrated ~ SERTA [16]. ASSERTA uses Force Directed List Scheduling fol
system, the following constraints/objective are genekate lowed by recursive-improvement based resource bindirg9Bhows
the scheduling and binding performed by our proposed appraad
by ASSERTA. We also show the assignment of resources todayer
when maximum number of layers is about 3. In the proposed ap-
proach, resourced; and D3 are in layer 1, resourcel®/> and Sy
are in layer 2 andi, is in layer 3. If the same layer assignment was
. . . performed for the scheduled and bound DFG generated by t&sser
interconnect that span multiple layers. This corresponds t' . . )

o R with S5 being assigned to layer 3 (for area balancing), the number
minimizing N, + N, in Fig. 8 as that would lea®;, and R» L . ; .

| of vias increase from 8 in the first case to 14 in the second.

to be placed directly above one another. This results is plac™ _. o )
. ; . Fig. 10 shows the variation of total interconnect lengthemh
ing connected resources that are assigned to differentslaye. . N
h . . |[1ter-stratal via lengths were set to 40%RY, ) . Each group
with minimal x-y separation between them and ensures tha ; Y Maa
o O - . of data show the total interconnect lengths for a benchmartha
the significant contribution to the total interconnect ida . . .
. . number of layers increase from 1to 5. The benchmark sizesase
the via length (which we have no control over). . .
along the x-axis from 14 to 44 operation nodes. The propoped a
proach failed to generate a result for benchmarks with 394hd
nodes when trying to map to 5 device layers. This is possibly b
cause the solver was unable to meet power gradient cortstgaen
the area balancing factor for those designs. Fig.11 shosvesthuc-
tion in interconnect lengths as a percentage reduction acedpo a
2D floorplanner for different number of layers. The intaastl via
lengths were set to 40% &, ,,,.. inthis case as well. Although
the percentage reduction for the smaller benchmarks isbtdgbr 4
) . o ] o layers, as the size of benchmarks increase, 2 and 3 numbay-of |
Figure 8: x-y minimization for inter layer communication ers show the most reduction. Additionally, the reductiomisre
significant for larger benchmarks.
. ) Fig. 13 shows the average reduction in interconnect lerfgths
tems is not quite well deyeloped_. Deng etal. [6], use_d ha“met?‘f the entire benchmark suite for different number of layetse three
wirelengths while studying the interconnect charactiesstf verti-  |ina in the graph shows the average reduction when intatastvia

cally integrated systems but did not take via lengths intmant. lengths are set to 10%, 25% and 409, . The important
Their contention was that the contribution of via-lengthsamplete observation here is the existence of a poir{tyoﬁfafministhgms. In
interconnect length i,s minimal. Dgs etal. [5] on the Oth?Td?ased each case, the average % reduction in interconnect lengithes a
used the 3-D bounding box metric. We have used a similar modejeo and then starts falling when additional layers aréethdNote
for estimating interconnect lengths. Since empirical ddfaut via 4 -+ there is still a improvement compared to a 2D implentanta
lengths is not readily available, we have varied the contitin of |, 4 the o5 improvement falls. Fig. 12 shows the number of vias

a via to an interconnect to be 10%, 25% and 40% of the maXim”rn]troduced in the design when the design is mapped to inc@as
height or width of the resource set used in the design. werefilr |\ her of layers. For 24 and 34, the number of vias jump signif

tothis aski( ,,,,, In the following section. Further details are not jcany when stacked layers are increased from 3 to 4. Tisis al
provided due to limitation of space.

¢ No-overlap constraints are specifiedly between resources
assigned to the same layer This allows us to generate the
floorplans for all the layers simultaneously.

e The minimization objective for the floorplanner includes re
duction of the two-dimensional bounding box enclosing gver

Wirelength estimation models for vertically integrated 8{s-
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validates the existence of such a point of diminishing retur

6. CONCLUSIONS

In this work we addressed the layer assignment problem feeth
dimensional vertically integrated systems as a part of asiphy
aware behavioral synthesis flow. We outlined a 0-1 lineaganm-
ming formulation to perform simultaneous scheduling, bigdand
layer assignment. In order to estimate total interconnestjths,
floorplanning was performed on the resulting schedulednbalata
flow graphs. The experiments were restricted to DFGs withoupit
nodes since 0-1 LP has a time complexity exponential in the-nu
ber of variables. On an average, reductions of 37% was autdor
total interconnect lengths (for different values of theeirstratal via
lengths) compared to a traditional two-dimensional impatation
when 2-5 layer implementations are examined. We also obderv
that the gain was greater for larger benchmark sizes. A tnerses-
tablished for the gain and we observed was the existence @h& p
of diminishing returns.
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