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Abstract

Potential slack is an effective metric of circuit’s possi-

ble performance improvement. It is equal to the maximal

amount of slack that can be potentially used for optimiza-

tion. In this paper, we first present a new, linear program-

ming-based approach for potential slack calculation. Our

method produces an optimal solution with significant run-

time speedup compared to previous methods. Then we for-

mulate and solve the problem of global potential slack

budgeting by clock-skew optimization. We demonstrate

experimentally that the potential slack can be significantly

improved by appropriate clock skew assignment.

1. Introduction

The performance of integrated circuits is measured by
three major design objectives: timing, area, and power dis-
sipation. The goal of performance optimization is either to
minimize the circuit area and power dissipation under tim-
ing constraints, or to minimize the critical path delay for a
given area/power budget. A design process consists of
many intermediate design stages. At different stages, vari-
ous optimization strategies are adopted to improve the
overall system performance.

In [1] the authors introduce two types of performance:
immediate and potential. The immediate performance can
be obtained using existing estimation techniques. In con-
trast the potential performance indicates how much
improvement could be made through future optimization.
Because design decisions made at higher levels have great
impact on the optimization results at the lower levels, by
estimating potential performance, especially during the
early stages of design, designers can avoid the tedium of
going through the optimization processes at lower levels.

Combined with immediate performance estimation, poten-
tial performance prediction enables efficient exploration of
design space [1].

A slack of a module in a combinational circuit is the
difference between its arrival time and required time. Most
of the prior works on slack management or delay budget-
ing ([4], [5], [6], [9]) focus on assigning values to the
delay slacks (thus assigning values to the signal arrival and
required times) of the modules. The optimization objective
is usually to maximize some increasing cost function of
slacks, or to generate delay constraints for timing-driven
placement and routing. These techniques work with the
immediate performance, because they consider only the
existing slack in the circuit.

For timing-constrained problems, potential perfor-
mance improvement in terms of area or power is usually
obtained from the slacks of the noncritical parts in the cir-
cuit. This is because for noncritical parts, the delay penalty
caused by area/power improvement will not necessarily
degrade the circuit timing. However, not all of the total
existing slack can be utilized for optimization because the
slacks of different modules affect each other depending on
the topological structure of circuits. The concept of poten-
tial slack was first introduced in [1] to measure a circuit’s
potential performance based on slack. Its applications on
gate sizing and timing-driven placement were also dis-
cussed. When the potential slack of a circuit implementa-
tion is known, the designer can predict the potential area/
power reduction without having to go through actual low-
level area/power optimization. For example, the authors of
[1] conducted gate-sizing experiments after calculating
potential slack. Their results showed that for all the tested
circuits, the best implementations predicted by potential
slack led to maximum area reduction. While the potential
slack provides 100% correct prediction, the other com-
monly used metrics are not so well correlated with perfor-
mance. The longest path delay has a 20% chance of giving
a correct prediction, and total slack has a 40% chance of



predicting the achievable performance results. Therefore,
we can predict or maximize the possible area/power reduc-
tion by dealing only with potential slack without going
through gate sizing, whose computation cost is much
higher.

In [1], two algorithms are proposed to find potential
slacks of given circuits. One is based on the maximum-
independent-set algorithm (MISA), which can provide
optimal solutions but its computation cost is high; the
other is a greedy estimation algorithm, which is much
faster than MISA but generates sub-optimal solutions.
Besides, these methods focus only on computing potential
slack of a single combinational logic block. However,
potential slack of a logic block is affected by the signal
arrival and required times at the primary inputs and out-
puts, which in turn are decided by the arrival times of the
clock signals at the launching flip-flops. The clock arrival
times can be adjusted through clock skew optimization.
For a system consisting of a set of combinational logic
blocks and a clock distribution network feeding clock sig-
nal to each block, a synergistic blend of potential slack
calculation and clock skew optimization could improve the
total potential slack of all logic blocks in the system.

In this paper, we first propose a new approach for
potential slack calculation based on linear programming.
Our approach determines optimal solutions with signifi-
cant run-time speedup in comparison to the existing meth-
ods. Then we combine our technique with clock skew
optimization to maximize the total potential slack of all
logic blocks subject to clock-skew constraints.

The rest of the paper is organized as follows. Prelimi-
naries are given in section 2. We describe our linear-pro-
gramming-based approach in section 3. In section 4, we
discuss how to combine the proposed technique with
clock-skew optimization for global potential slack budget-
ing. In section 5 we give the experimental results. We con-
clude the paper in section 6.

2. Preliminaries

In this section we briefly review the concept of poten-
tial slack and its calculation methods. We follow the defi-
nitions and algorithms used in [1].

Consider a combinational circuit composed of n mod-
ules V = {v1, v2,..., vn}, and m nets E = {e1, e2,..., em}.
Such a circuit can be modeled as a directed acyclic graph
(DAG) G. In the graph, each node represents a module,
and there is an edge from node vi to node vj if and only if
the output of vi is an input of vj. Each node vi (i = 1,...,n) is
associated with a propagation delay di. We assume that the
arrival times for all primary inputs are zero and the
required times for all primary outputs are the specified

timing requirements. For each node vi, the arrival time ai
and required time ri can be computed recursively as fol-
lows:

(1)

where FI(vi) (FO(vi)) is a set of fanin (fanout) nodes of
a node vi. is the interconnect delay from a node vj to a
node vi. To simplify our discussion, from now on we
assume that all interconnect delays are zero. Our technique
can be easily extended to consider interconnect delays.

The slack of a node vi is defined as:

(2)

The vector of slacks = [s1, s2,..., sn] is called the
slack distribution of the circuit, and the total slack is:

. (3)

The circuit is said to be safe if and only if the slack of
every module is non-negative, i.e.,

If we increase the delays of some modules, it will cause
a change of the circuit’s slack distribution. A slack assign-
ment is defined as a non-negative vector of incremental
delays, which updates the slack distribution from to

:

(4)

If is non-negative, is said to be an
effective assignment because the increased delay for each
module can be effectively transferred to area/power reduc-
tion in future optimization. The effective slack for this
assignment is defined as:

(5)

The maximum of effective slack is called potential
slack (PS) of the circuit. A slack assignment is optimal if it
leads to the potential slack. The following two lemmas
were proved in [1]:

Lemma 1: If a slack assignment leads to the potential
slack, then the resulting slack distribution is .

Lemma 2: For any safe circuit, the total slack is an
upper bound of potential slack.

Fig. 1 shows a simple example, where the arrival times
for the inputs are all zero, the required time for the output
(node v5) is 6, and the initial delay of each node is 1. The
initial slack distribution is [3,3,3,3,3], and the total slack is
15. If we apply a slack assignment [1,1,0,0,0] to the cir-
cuit, the slack distribution becomes [2,2,2,2,2]. The effec-
tive slack assignment [0,0,3,3,0] leads to the potential
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slack PS = 6 and the resulting slack distribution is zero.
The slack assignment of [1,1,1,1,1] also leads to zero slack
distribution, but it is not the optimal assignment because
its effective slack is 5 < PS = 6.

While finding total slack is straightforward, calculating
the potential slack is not trivial. In [1], an algorithm based
on maximum independent set (MISA) was proposed to
solve the problem of potential slack calculation. This algo-
rithm works as follows: during each iteration, a slack-
equalization graph Gm is constructed. Gm contains the
nodes with maximal slacks in the original graph G. There
is an edge between two nodes in Gm if these nodes are
slack sensitive to each other (change of slack of one node
affects the slack of the other node) in G. Gt is a transitive
closure of the slack-equalization graph Gm. In Gt a maxi-
mum independent set (MIS) of nodes is selected. To each
node in MIS, an incremental delay of Sm - Sm-1 is assigned,
where Sm and are the maximum and the second
largest slack. This procedure continues till the slack distri-
bution becomes zero. Although MISA can produce the
optimal solution, its time complexity is o(Kn3), where n is
the number of nodes, and K is the number of different
slacks in the original graph. Consequently, the computa-
tion cost of MISA is of a major concern. To estimate
quickly the potential slack, a greedy algorithm is also
described in [1]. It selects nodes for which to assign addi-
tional delay based on the local slack information. This
greedy algorithm is much faster than MISA, but it cannot
produce optimal solutions due to its lack of global view of
the circuit structure.

3. Linear Programming based Approach

Initially, we are given a circuit and specified arrival
times at primary inputs, and required times at primary out-
puts. We attach a zero-delay pseudo-module to each pri-

mary input and primary output, and then we model the
circuit as a DAG G as described in section 2. The linear
program is formulated as follows:

Objective function:

(6)

where n is the number of nodes in the graph, and is
the incremental delay of a node vi.

Constraints:
1) Arrival/required time constraint
for a node :

(7)

for a node :

(8)

for a node :

(9)

(10)

where is the initial delay of a node vi, PI (PO) are
the primary input (output) nodes of the graph, and ARTi
(RETi) is the specified arrival (required) time.

2) Zero slack distribution constraint
Lemma 1 in section 2 states that the slack distribution

resulting from the optimal slack assignment is zero,
because for any safe circuit, if si > 0, we can always assign
to a node vi an additional delay such that si = 0
after the assignment. Note that the reverse of Lemma 1 is
not necessarily true. Therefore we have the following con-
straint for the optimal solution of potential slack:

(11)

We have the following theorem for the optimality of the
above linear programming approach.

Theorem 1: The optimal solution for the above linear
programing problem gives the optimal slack assignment.

Proof: We only need to prove that for the optimal solu-
tion of the linear program, the constraints in Eqn.(1) hold.
We first consider the case of arrival time. For each node vi,
at least one of the equality in Eqn.(9) holds. Because if
not, for every , we have
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and we can assign an additional delay to a node vi
such that the value of the objective function is increased
by:

However, this contradicts the assumption that the
obtained solution is the optimal one for the linear program.
Similarly, we can prove the case of required time. There-
fore, under the optimal solution of the linear program, the
definitions of arrival and required times in Eqn.(1) hold,
which means that the optimal slack assignment is
achieved.

Therefore for each node vi, we can use one variable
to represent both the arrival and required times, i.e.

(12)

Thus we can remove the zero slack distribution con-
straint in Eqn.(11), and reduce the number of variables of
the linear program.

Fig. 2 shows an example illustrating the above formula-
tion. The arrival times for primary inputs are all 0, and the
required times for the primary outputs are 10. The initial
delays are all 1.

We can formulate the linear program as follows:

subject to:

Solving this linear programming problem gives us the
potential slack PS = 19, and the optimal slack assignment
is [0,0,6,6,7,0,0].

4. Global Budgeting for Potential Slack with
Clock Skew Optimization

Clock skew optimization is a well-known technique for
determining intentional skews of clock sinks to improve
the system performance or reliability. Consider a synchro-
nous circuit with positive edge-triggered flip-flops in a sin-
gle-phase clocking scheme. Let FFi and FFj be two
sequentially adjacent flip-flops, with FFi feeding data to
FFj, and a combinational logic block between them. The
signal arrival time at the clock pin of FFi (FFj) is ci (cj). To
ensure correct logic operations, we must bound the skew
between FFi and FFj from above and below by the follow-
ing constraints:

(13)

where and are the minimum and
maximum delays through the combinational logic;

is the delay through the flip-flop; and
are the hold and setup times for flip-flop; and Cp

is the clock cycle.
The clock arrival times of the launching flip-flops at the

boundary of a logic block affect the data arrival and
required times at the block’s primary inputs and outputs,
which in turn decide the potential slack of this block. The
clock arrival times can be adjusted through clock skew
optimization. Therefore, clock skew optimization could be
used to improve the total potential slack of all the logic
blocks in the system.
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In Fig. 3 we show a small system composed of two
logic blocks B1 and B2, with flip-flops at their inputs and
outputs. For simplicity, we assume that the delay, hold
time, and setup time for the flip-flops are zero. The clock
cycle is 4, and the clock arrival times are c1, c2, and c3.
The initial delay of each module is 1. With a zero-skew
schedule, we have c1 = c2 = c3 = 0. The potential slack of
B1 is PS(B1) = 4, the potential slack of B2 is PS(B2) = 1;
thus the total potential slack of the system is 5. However, if
we change c2 to 1, and c3 to 2, we have PS(B1) = 6, PS(B2)
= 2, and the total potential slack becomes 8.

The problem of global potential slack budgeting with
clock-skew optimization is to decide a clock skew sched-
ule such that the total potential slack of all logic blocks is
maximized. Due to the linear nature of the proposed tech-
nique for potential slack calculation, we can combine it
with the clock skew constraints to form a unified linear
programming problem as follows:

Objective function:

(14)

where N is the number of combinational logic blocks,
nj is the number of nodes in the jth block, and is the
incremental delay variable for the ith node in the jth block.

Constraints:
for each block Bj (j = 1,..., N) and each node vij (i =

1,..., nj) inside Bj, we have
for

(15)

for

(16)

(17)

for :

(18)

(19)

where is the variable representing both the arrival
time and required time of a node vij. is the clock
arrival time at the primary input flip-flops of the block Bj,
and is the clock arrival time at the primary output
flip-flops of the block Bj.

In [2], clock skew optimization and gate sizing are
combined to minimize the sequential circuit area. How-
ever, this technique is not suitable for large circuits
because gate sizing for all logic blocks simultaneously is
computationally infeasible. In contrast, our approach max-
imizes the potential slack over all the blocks before going
through the low-level gate sizing step. The strong correla-
tion between potential slack and actual area reduction will
lead to desired area reduction after the actual gate sizing.

5. Experimental Results

We have developed our prototype tool using C++ pro-
gramming language based on the proposed technique. The
linear programs are solved using the Xpress optimization
package [8]. For comparison, the MISA and greedy algo-
rithms described in [1] are also carefully implemented. All
experiments are carried out on a P4 2.4GHz PC running
Linux.

5.1. Potential slack calculation

In the first experiment, we compare our linear-program-
ming-based potential slack calculation approach with
MISA and the greedy algorithm [1]. We test each algo-
rithm on a set of MCNC benchmarks, which are imple-
mented and mapped into a technology library
using SIS [7].

The results are summarized in Table 1. Columns 1
through 3 give the circuit name, the number of gates, and
the total slacks. Column 4 lists the potential slacks
obtained using MISA, column 5 shows the potential slack
obtained from the greedy algorithm, and column 6 shows
the results of our linear programming approach. Column 7
gives the percentage improvement of potential slack com-
puted with LP or MISA compared to the greedy approach.
Columns 8 through 10 give the CPU times in seconds for
different approaches.

From Table 1, we observe that for all benchmarks, the
potential slacks produced by MISA and by our linear pro-
gramming approach are the same, which validates empiri-
cally the optimality of the linear programming approach.
The potential slacks produced by greedy algorithm are
much smaller than those in the optimal solution.

On the other hand, as shown in Fig. 4, the CPU times
used by the linear programming approach are much less
than the MISA times. For small-size benchmarks (fewer
than 3000 gates), the runtimes of the greedy algorithm and
of the linear programming approach are comparable, but
for large size circuits, our linear programming approach is
much faster than the greedy algorithm. These experimen-
tal results demonstrate that our linear programming
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approach is capable of determining potential slacks with
significant run-time speedup over the existing methods.

5.2. Global budgeting

In the second experiment, we perform global potential
slack budgeting with clock-skew optimization on a set of
ISCAS’89 benchmarks. For comparison, we implement

another approach, which calculates individually the poten-
tial slack for each combinational logic block, assuming
zero-skew schedule. Finally, to verify the actual area
reduction, gate-sizing is carried out for both approaches
using the same strategy as in [1]. Specifically, we down-
size each node (gate) such that the delay penalty is less
than the incremental delay assigned by the potential slack
computation algorithm.

The results are summarized in Table 2. Columns 1
through 3 give the circuit name, the number of flip-flops,
and the number of gates. Column 4 lists potential slacks
obtained using the zero-skew approach, and column 5 lists
potential slacks obtained using our global budgeting
approach. Column 6 shows the potential slack improve-
ment. Columns 7 and 8 give the actual area reduction per-
centage for gate sizing following both approaches, and
column 9 gives the improvement in area reduction.

We observe that the potential slack determined by the
proposed global budgeting technique with clock skew
optimization is significantly larger than that produced by
the zero-skew approach. Moreover, the larger potential
slacks obtained by our global budgeting technique are
transformed into larger area reductions, as verified by the
actual gate sizing.

Table 1: Comparison of MISA, GREEDY and LP

Circuit
Number
of Gates

Total
Slack

Potential Slack CPU Time (second)

MISA GREEDY LP
Improve

(%)
MISA GREEDY LP

apex7 184 167294 74132 60247 74132 23.0 0.12 0.02 0.01
C432 192 167587 65311 53730 65311 21.6 0.08 0.02 0.04
alu2 283 227729 94902 66307 94902 43.1 0.52 0.01 0.04

C1908 448 515213 113287 76565 113287 47.9 0.81 0.02 0.05
C1355 460 190382 45361 25311 45361 79.2 0.18 0.01 0.04
apex6 510 450577 249662 169604 249662 47.2 0.73 0.04 0.03
dalu 885 2067609 560450 309773 560450 80.9 5.28 0.04 0.1

C5315 1189 1873252 688346 504960 688346 36.3 6.48 0.14 0.12
ex5p 1636 1148174 350928 251733 350928 39.4 14.9 0.25 0.18

C7552 1742 3259573 879996 537157 879996 63.8 22.67 0.15 0.17
i10 1802 4875123 1632618 1356682 1632618 20.3 23.62 0.41 0.19
des 2445 2598367 1197056 752829 1197056 59.0 48.18 0.45 0.25

misex3 2795 1361256 557167 386248 557167 44.3 25.33 1.0 0.36
alu4 2876 1422486 663673 590664 663673 12.3 33.97 1.56 0.41
seq 3393 1837170 792068 669679 792068 18.3 46.81 1.67 0.45

apex2 3891 1866091 751037 658911 751037 13.9 58.28 2.35 0.58
ex1010 4207 2509745 845325 679306 845325 24.4 70.9 2.08 0.63

spla 6906 5096193 1990314 1601929 1990314 24.2 191.36 7.56 1.26
pdc 8857 6158465 2322928 1836508 2322928 26.5 575.16 12.59 1.97
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6. Conclusions

In this paper we have investigated the problem of
potential slack calculation and budgeting. Our main con-
tributions are: 1) we have proposed a linear-programming-
based technique for potential slack calculation, which can
provide an optimal solution with significant speedup in
comparison to the previous approaches; 2) we have com-
bined clock-skew optimization with our technique for
potential slack computation to further improve potential
slack in the overall system.
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