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Abstract 
 

A cache access time model, PRACTICS (PRedictor of 
Access and Cycle TIme for Cache Stack), has been 
developed to optimize the memory array architecture for 
the minimum access and cycle times of on-chip memory 
using circuit models based on Cadence simulations. 
Lumped RC models have been used to approximate the 
distributed RC interconnect network in the access time 
models. Both SRAM and DRAM models have been 
validated with industrial designs. The limited influences 
of gate fan-out and transistor size on the cache array 
architecture indicate that interconnect delay is dominant 
at deep submicron technologies. 
 
1. Introduction 
 

Due to the speed mismatch between the 
microprocessor and main memory, on-chip memory is a 
key determinant of microprocessor performance. On-chip 
cache design requires a balance between delay, area and 
power consumption. The circuit selection for decoders, 
bitlines and sense amplifiers, transistor sizing of these 
circuits, interconnect sizing and memory array 
architecture are important parameters. Since exploring a 
large memory design using conventional SPICE circuit 
simulations is time consuming, simplified models are very 
valuable and effective. Such models, showing the 
dependence of the cache access time on the cache 
parameters, are not only helpful in memory design at 
current technology nodes, but can be used to predict 
future performance. 

Several authors have developed analytical models for 
SRAM access time [1-4]. Wada presented an equation for 
the access time of an on-chip cache as a function of 
various cache parameters (cache size, associativity and 
block size), cache architecture and process parameters [1]. 
Wilton and Jouppi developed a complete cache access 
time model, CACTI (Cache Access and Cycle Time) [2] 
based on Wada’s model. Amrutur and Horowitz 

combined these models with energy and area models to 
address SRAM speed and power scaling issues [3]. 
Bhavnagarwala and coworkers [4] have developed an 
analytical model for a hierarchically partitioned SRAM, 
balancing interconnect delays, fan-out and gate delays. 
All of these models use lumped wire capacitances to 
estimate word and bit line delays.  

These previous models were generally adequate for 
large (> 0.5um) technologies and applied well to small 
cache sizes. For large cache sizes with deep submicron 
technology, interconnect delays are more important and 
we will show that lumped capacitance models 
inaccurately describe interconnects. Previously, results 
were extended to smaller technology nodes by scaling 
delay times in proportion to gate length; this linear scaling 
approach can be quite inaccurate for current cache 
designs. 

In this paper, we extend previous SRAM access 
analytical models and develop a new access and cycle 
time model named PRedictor of Access and Cycle TIme 
for Cache Stack (PRACTICS), which includes both 
SRAM and DRAM models. Our models are based upon 
detailed simulations at the 250nm technology node and 
can be extended to further technologies. We have also 
incorporated industrial wiring strategies for particular 
technology nodes. An extension has been developed to 
predict performance advantages of wafer-level 3D 
integration of on-chip caches [5].   
 
2. Overview of PRACTICS  
 

In PRACTICS, the worst-case latency of the memory 
reading operation is specified by the access time. The 
principal inputs to PRACTICS are memory size and block 
size. It uses an equation for the access time of on-chip 
memory as a function of various memory organization 
parameters, array architecture parameters and technology 
profiles, with device and circuit models based on Cadence 
simulations. The access time is estimated by decomposing 
each component into several equivalent RC circuits and 



using the first-order approximation of the Elmore model 
[6] to estimate the delay of each stage. The access time is 
minimized by running an exhaustive search algorithm to 
all variations of the array architecture parameters for a 
specific technology node and wiring strategy. 

In the SRAM model, a 6-transistor SRAM cell is 
employed. Both tag and data arrays are accessed in 
parallel. The DRAM model uses a one-transistor dynamic 
cell. The array architecture is similar to the SRAM model 
except only the data path is considered.  

We used fully independent cache banks to support 
simultaneous multiple accesses to the cache. The cache is 
divided into smaller arrays, each mapping a distinct 
address space. While banking adds decoding overhead, 
these extra delays become negligible compared with the 
delay inside the bank as the cache size of each bank 
increases, and are neglected in PRACTICS. 

The cache is pipelined using an approach similar to 
wave pipelining [7] that effectively realizes five cache 
accesses at any given time. There are six main delay 
components in the critical access path. Considering that 
the wordline should be held when the bitline is being 
charged, the pipe stage number is defined to be five, since 
the wordline, bitline and sense amplifier delays are 
included in the same pipeline stage. The pipeline rate is 
limited by the slowest pipeline stage. 

 
3. Access time models 
 

In PRACTICS each delay component is estimated 
individually and then combined to estimate the access and 
cycle time of the entire cache. The access time is 
comprised of six main components: address-in routing 
delay, decoder delay, wordline delay, bitline and sense 
amplifier delay, internal data bus driving and data output 
bus delay (global). Based on delay component 
calculations with different configurations, the program 
selects the best configuration for the minimum access 
time by running an exhaustive search algorithm with an 
execution time less than 30 minutes on a 755MHz PC. 

Inserting repeaters in a wire can overcome the 
quadratic increase in delay due to a linear increase in 
interconnect length. In PRACTICS 1.0, uniform repeater 
insertion is used as an initial strategy for optimizing 
repeater size and location. 
    There are two types of delay components involving 
long wire delay, i.e. delay components with repeater 
insertion and without repeater insertion. The first class 
includes address-in routing, decoder, internal output bus, 
output bus driving and valid-signal delays. The wordline 
and bitline delays belong to the second class. 
    The major concern is the effects of interconnect delay 
in the cache access time model. The basic model 
considered, as shown in Figure 1, is a distributed RC line 
that is driven by an inverter and connected to a load 

                   Figure 1. Basic delay model [8] 
 
transistor. Most of the wiring in our model can be reduced 
to this form. The drive inverter is replaced by an 
equivalent resistance R0 shunted by an intrinsic 
capacitance Cp, and the load transistor by a capacitance 
Cl in the equivalent circuit. 

The accuracy of the delay approximation using this 
basic equivalent circuit depends on the selection of the 
lumped RC model to approximate the distributed RC line. 
Sakurai [8] offers a method to select the appropriate 
ladder RC model for wiring approximation based on the 
two variables, CT (= Cl/Cw) and RT (=R0/Rw). Rw and 
Cw are the total wiring resistance and capacitance. The 
smaller CT and RT (longer wires), the more complicated 
ladder RC model required. 

Most models in PRACTICS are based on this basic 
model, varying for different conditions. Though they are 
based on Cadence simulations at 250nm technology, their 
extensions to further technology nodes are reasonably 
accurate because the selection method is based on two 
ratio values (CT and RT). 

A π1 lumped RC model has been used to approximate 
the distributed RC wire network in the wordline and 
bitline charging models, which have been simulated and 
verified using Cadence with IBM 6HP, which includes 
250nm CMOS and the IBM 6-level aluminum wiring 
strategy [9]. The transient response of wordline charging 
model from Cadence simulation, as shown in Figure 2, 
indicates that the π1 lumped RC model fits the wire 
distributed RC model very well compared with the pure 
wire capacitance model used previously [1-4]. 
 

   
 

Figure 2. Wordline transient response 



4. Validations 
 

The DRAM model of PRACTICS has been validated 
with a simulation of a 64Mb NEC DRAM [10]. This 
64Mb DRAM is made by a 0.25µm embedded DRAM 
ASIC 5-metal fabrication technology. The memory 
contains eight 8Mb banks, with each bank composed of 
eight 1Mb blocks. Each 1Mb block consists of 8 x 16 
subarrays, and the block size is 32b [10]. In PRACTICS, 
the IBM 6HP device parameters and wiring strategy [9] 
have been applied. Setting these array architecture and 
technology parameters, the model estimates an access 
time of 6.78ns, within 1% of the measured value of 6.8ns 
(see Figure 3). Note that the PRACTICS results closely 
match the measured values at each stage. In addition, the 
architecture parameters that give the minimum access 
time are identical to the original design [10]. 

 
Figure 3. DRAM model verification results 

 
The SRAM model has been validated by the 

simulation of a 4-way 18Mb Intel SRAM cache [11]. The 
18Mb Intel SRAM cache uses a 5.6µm2 (2.22µm x 
2.52µm) 6-transistor cell and is fabricated on 0.18 µm 6-
metal-layer, 1.3-1.5V CMOS. The design separates the 
global bitlines into read and write bitlines on Metal 4 and 
Metal 6, with local bitlines on Metal 2 [11]. The cache is 
split into four banks and each bank is composed of 18 
global subarrays.  

Using the device RC values from Hodges, et al. [13] 
and the Intel 180nm wiring strategy [14] in PRACTICS, 
specified organization, array architecture and technology 
parameters are exploited to obtain an access time of 
2.82ns. This value is within 9% of the measured access 
time of 2.6ns[11]. Figure 4 shows the individual delay 
time comparison between the measured results and 
PRACTICS simulations. Note that with the same setting, 
the linear scaling approach from CACTI [12] gives an 
access time of 6.13ns, a factor of 2.3 greater than the 
measured and PRACTICS value.  

 
5. Cache design spaces in PRACTICS 
 

Besides the cache size, block size and associativity, 
two types of parameters are used to optimize the array 

          Figure 4. SRAM model verification results 
 
architecture for minimum access time, i.e. array 
architecture parameters and technology profiles. Table 1 
summarizes the memory array architecture parameters 
being used in PRACTICS. The two groups of technology 
profile are summarized below. 

 
Table 1. Memory array architecture parameters 

Symbols Meanings Parameters  
Layer Layer of wafer stack  1,2,3,4… 

NumBank Number of banks 1, 2, 4… 
Assoc Associativity 1, 2, 4… 
Ndwl Number of segments per word 

line (data) 
1, 2, 4… 

Ndbl Number of segments per bit 
line (data) 

1, 2, 4… 

Nspd Number of sets mapped to a 
single wordline (data) 

1, 2, 4… 

Ntwl Number of segments per word 
line (tag) 

1, 2, 4… 

Ntbl Number of segments per bit 
line (tag) 

1, 2, 4… 

Ntspd Number of sets are mapped to 
a single wordline (tag) 

1, 2, 4… 

 
The first technology profile is on the circuit level. This 

includes memory cell sizes and circuit design parameters, 
such as the circuit styles of decoder and sense amplifiers, 
and transistor sizing of these circuits. Table 2 lists the 
memory cell sizes at different technology nodes, where 
the values at the 90nm node are extrapolated from 
previous technologies. 
 

Table 2. Intel SRAM cell size [15] 
 250nm 180nm 130nm 90nm 

SRAM cell size 
(um x um) 

10 5.6 2 1 

Width (um) 3.01 2.22 1.22 (0.87) 
Height (um) 3.41 2.52 1.64 (1.16) 

Aspect ratio (H/W) 1.13 1.135 1.34 (1.33) 
Notes: parameters in parenthesis are estimated. 



In PRACTICS 1.0, the circuit parameters are fixed. We 
are using a three-stage CMOS static NAND + NOR + 
Inverter decoder architecture. The first stage is the 
address-in inverter driving the NAND gates of the 3-to-8 
row address pre-decoder. The second stage is NAND 
gates driving several NOR gates for each row. These 3-to-
8 codes are combined using NOR gates in this stage. The 
final stage is a NOR gate driving the inverter before the 
wordline driver. The decoder architecture is shown in 
Figure 5. The transistor sizes of these circuits are based on 
the 250nm technology node, and are applied to 
simulations at smaller technology nodes using a linear 
scaling approach. The fan-in of each NAND gate is set as 
3, and fan-out of each NAND gate is 4. The size of all 
repeaters is 32x minimum gate length. A two-stage 
differential sense amplifier [1] is employed in order to 
achieve the desired full-swing signal. 

 

 
Figure 5. Decoder architecture 

 
The second group of technology parameters is on the 

device level. The analytical models used in PRACTICS 
are obtained by decomposing both the active devices and 
distributed wires into equivalent ladder RC circuits. The 
active models include transistor equivalent resistance 
models, and input/output capacitance models. In the 
transistor equivalent resistance models, the pull-down/up 
resistances are given by Rpd = Rn_unit / W; Rpu = 
Rp_unit / W, where W is the transistor gate width and the 
unit equivalent resistances Rn_unit and Rp_unit are 
technology dependent. We used constant values for 
Rn_uint and Rp_unit obtained from either simulation or 
reference literature. The input capacitance includes the 
gate capacitance and the overlap capacitance, while the 
output capacitance is the drain diffusion capacitance. Both  
are proportional to the transistor geometry and the unit 
capacitance values obtained from either simulation or 
reference literature. 

The RC estimates for interconnects are assumed to be 
independent of the applied voltages. The formulas used to 
calculate the wiring delay are given below: 

Rw_unit = ρeff /(Hint x Wint); 
Cw_unit = 2 εeff x ε0 x Wint x (1/TILD + A/Swire). 

where A is the wire aspect ratio, defined as Hint / Wint , Lint 
is the line thickness, Wint is the line width, Sint is the line 
spacing, and TILD is the dielectric thickness. 

In PRACTICS 1.0, a simple device model is used at 
180nm and 130nm nodes [13], as only a small error is 
anticipated with deep submicron technologies. Intel’s 
250nm 5-level aluminum [16], 180nm 5-level aluminum 
[15] and 130nm Cu dual damascene [17] wiring strategies 
have been used. 

 
6. Parameter sensitivity of optimal array 
architecture  
 

In PRACTICS, the memory array has been partitioned 
into a set of subarrays with different values of Ndwl, Ndbl 
and Nspd.  Increasing the subarray number makes the 
wordline and bitline shorter, which shortens these delays. 
But it also increases the fan-out of decoder gates as well 
as the total area consumed by them. Large fan-outs and 
area constraints on the maximum transistor size of 
decoder gates imposed by array efficiency requirements, 
result in an increasing gate delay penalty for decoders. 
Optimal memory array partitioning has been discussed 
[4], in order to balance the decoder logic delay, wire RC 
delays and area constraints to decoder gate sizes. In this 
section, we show the effects of fan-out and decoder gate 
sizes on the selection of optimal array architecture 
parameters and performance prediction at deep submicron 
technology nodes using PRACTICS.  

We take a direct-mapped 16M SRAM cache design as 
an example to demonstrate these effects. Because both the 
data and tag array are accessed in parallel, and the data 
path delay is dominant, only the data path delay is 
discussed here. Table 3 lists the PRACTICS simulation 
results of conventional 2D implementations for different 
technology nodes, where the block size is 128B. The 
distributions of individual delays have been illustrated in 
Figure 6, which shows the shift from gate delay dominant 
stages such as the decoder delay to interconnect dominant 
stages such as the address-in routing, data output bus 
driving delays. Note that this shift is clear between the              

 
Table 3.  PRACTICS simulations of 16MB cache 
Nodes (nm) 250 180 130 90 
NumBank 8 32 256 8 

Ndwl/Ndbl/Nspd 512/ 
512/4 

512/ 
512/2 

256/ 
128/1 

512/ 
512/4 

Access time (ns) 7.66 5.34 2.36 2.14 
Cycle time (ns) 2.50 1.99 1.07 0.69 

 



 
Figure 6. Delay times distributions for 16MB cache 

 
simulations at 90nm and 250nm nodes since they have the 
same architecture configurations. 

 
6.1. Effects of large fan-out 
 

We consider the effects of fan-outs of decoder gates on 
the optimal array architecture selections and performance 
predictions. As listed in Table 4 (a - d), beyond a certain  
 
Table 4.  PRACTICS simulations with various fan-out  

(a) At 250nm node 
Fan_out 4 16 256 512 512 

NumBank 8 128 8 
Ndwl 512 128 512 
Ndbl 512 2 512 
Nspd 4 8 4 

Access time (ns) 7.66 7.68 8.03 8.36 8.39 
Cycle time (ns) 2.50 2.52 2.87 3.05 3.23 

(b) At 180nm node 
Fan_out 4 16 256 512 512 

NumBank 32 256 32 
Ndwl 512 64 512 
Ndbl 512 2 512 
Nspd 2 4 2 

Access time (ns) 5.34 5.36 5.67 5.87 6.00 
Cycle time (ns) 1.99 1.99 1.99 2.34 1.99 

(c) At 130nm node 
Fan_out 4 16 256 512 512 

NumBank 256 256 256 
Ndwl 256 64 256 
Ndbl 128 1 128 
Nspd 1 8 1 

Access time (ns) 2.36 2.37 2.55 2.57 2.74 
Cycle time (ns) 1.07 1.07 1.07 1.07 1.07 

(d) At 90nm node 
Fan_out 4 8 16 128 512 

NumBank 8 
Ndwl 512 
Ndbl 512 
Nspd 4 

Access time (ns) 2.14 2.14 2.15 2.21 2.39 
Cycle time (ns) 0.69 0.69 0.69 0.69 0.79 

technology node the optimal array architecture 
configurations change as well. In order to make the 
performance comparisons reasonable, the performance 
simulations have also been done using the same optimal 
configurations as shown in the shaded columns. From 
Table 4 (a - d), we can see that with the active device 
shrinking, the effect of fan-out on the optimal array 
architecture configurations has been alleviated, observing 
that the configurations at smaller technology nodes are 
more similar to each other, especially at the 90nm node. 
Furthermore, this effect is weak, with the variation of the 
performance within 15% for different fan-outs through all 
technology nodes. 

 
6.2. Effects of decoder transistor sizing 

 
The effects of transistor sizes of decoder gates have 

been considered. We set the transistor sizes used in the 
PRACTICS program as the unit size set, which has been 
validated with two industrial designs previously. Table 5 
(a-d) lists the PRACTICS simulation results with varying  

 
Table 5. PRACTICS simulations with  

varying decoder transistor sizes 
(a) At 250nm node 

Decoder size 1x 2x 5x 
NumBank 8 8 8 

Ndwl 512 512 512 
Ndbl 512 512 512 
Nspd 4 4 4 

Access time (ns) 7.66 7.00 6.25 
Cycle time (ns) 2.50 2.01 1.82 

(b) At 180nm node 
Decoder size 1x 1x 2x 5x 

NumBank 32 16 16 16 
Ndwl 512 256 256 256 
Ndbl 512 512 512 512 
Nspd 2 2 2 2 

Access time (ns) 5.34 5.50 5.11 4.84 
Cycle time (ns) 1.99 1.68 1.68 1.69 

(c) At 130nm node 
Decoder size 1x 1x 2x 5x 

NumBank 256 256 256 256 
Ndwl 256 512 512 512 
Ndbl 128 512 512 512 
Nspd 1 2 2 2 

Access time (ns) 2.36 2.47 2.26 2.18 
Cycle time (ns) 1.07 1.03 0.99 0.99 

(d) At 90nm node 
Decoder size 1x 2x 5x 

NumBank 8 8 8 
Ndwl 512 512 512 
Ndbl 512 512 512 
Nspd 4 4 4 

Access time (ns) 2.14 2.05 1.99 
Cycle time (ns) 0.69 0.68 0.68 



decoder transistor sizes. Also in order to make 
performance comparisons reasonable, the performance 
simulations have also been done using the same optimal 
configurations shown in the shaded columns. From Table 
5, the optimal array architectures vary with the changes of 
decoder gate sizes, but the effects are getting weaker as 
the feature sizes shrink. The variances of performance are 
also getting smaller monotonically from a 20% offset at 
the 250nm node to a 7% offset at the 90nm node. 
 
7. Conclusions 

 
This paper extends previous SRAM access time 

models and develops a new SRAM and DRAM access 
time model, PRACTICS. In addition, both pipelining and 
repeaters are included, which makes the cache structure 
more closely represent real caches. RC device models and 
lumped RC wiring delay models are shown to be 
appropriate at deep sub-micron technology nodes. 

PRACTICS performance has been validated with 
several reported ICs. When designing a real cache, many 
different circuit styles could be applied to optimize certain 
stages in the critical path, such as the design style of 
decoder or sense amplifier. From the analysis of the 
effects of fan-out and transistor sizing of decoder gates, 
the PRACTICS simulations illustrate that with active 
devices scaling down, for large size caches, the 
interconnect delay determines the optimal cache array 
architecture for minimum access time at deep submicron 
technologies. 
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