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Abstract

In this paper we provide a comprehensive study of the
mappability of a via-configurable gate array (VCGA). Al-
though the base cell of the VCGA is simple, by customiz-
ing only via masks it can implement various combina-
tional logic functions, sequential elements, and SRAM cells.
Our VCGA can be efficiently configured into SRAM arrays,
adders and multipliers. The strong configurability of our
VCGA allows us to minimize the number of fixed partsin a
general-purpose VCGA fabric, which greatly improves area
utilization.

1 Introduction

parts, such as datapath elements and memory blocks. The
obvious drawback is that different applications may have
totally different requirements. As a result, fixed parts could
cause large area waste. In this paper, we show that although
ourVCGA has a simple base-cell structure, it is highly flexi-
ble and efficiently implements many practical functions, in-
cluding combinational logic, sequential logisRAM cell,

and various arithmetic units. Moreover, all the configura-
tions can be completed merely by customizing a set of via
masks. The high flexibility of ouWCGA makes it a promis-

ing general-purpose fabric.

2 BaseCdl Structure

The basic logic elemenB(E) of ourVCGA consists of a
via-configurable functional celMCC) and two neighboring

Due to huge performance and cost gaps betweeninverter arrays. AVCC is composed of vertically aligned

cell-based andFPGA-based designsstructured-ASCs

transistor pairs and single n-/p-diffusion strip§11 seg-

have become the preferred option for many applications. ments are placed vertically, and2 segments are placed
Structured-ASICs have most of their parts pre-fabricated, horizontally. Figure 1 shows a stick diagram of &6C,

and designers have flexibility for implementing different
circuits in the remaining metallization steps. Among var-
ious structuredAS Cs, via-configurable fabrics, which use
only via masks to program circuit functionality, have been
favored due to reduced mask writing effort.

In [2], Patelet al proposed a via-patterned gate array
(VPGA), whose architecture follows &PGA in which ac-

which contains five transistor pairs and is the base cell of
ourVCGA. The intersections betwedf2 segments anifi1
segments are potential via sites. Cell functionality is imple-
mented by appropriate via configurations. Whé8 seg-
mentsi¥;—W;g are not used for cell customization, they can
be used for inter-cell routing. THd1 segments’; andCsy
connectN-part andP-part together for a statictMOS gate.

tive switches and programming bits are replaced by poten-Moreover, they provide the feedbackd€C inputs through

tial vias. In [3], Pileggiet al proposed a hybrid block struc-
ture, which consists of a BUT and severaNAND gates.
In [1], Hu et al proposed a semi-universal logic block con-

two M2 segmentd’; andF,. I andF>, are also used when
severalMCC inputs connect to the same signal.
Figure 2 shows a stick diagram of an inverter array. It

structed from several simple gates. All of these structurescan be configured as four independent inverters, two 2X in-

have fixed basic gates (wUTs) and use vias to provide

connections between them. In [4], we proposed a novel,

verters, or a single 4X inverter, etc.
FourBLEs form a via-configurable block/CB). In each

via-configurable cell structure which has fixed layout pat- VCB, the VCCs are rotated by 90 degrees with respect to

terns and uses vias to implement cell functionality. Our their neighboringVCCs.

fabric, which is structurally similar to standard cells, can

Between any two neighboring
VCCs, there is an inverter array which provides the options

achieve performance and area comparable to the cell-basedf inverting outputs of the ascenda#tC, or inverting in-

designs.

puts of the descendaWCC. A VCGA is an array olVCBs.

In general, a fabric with many pre-fabricated parts is less Figure 3 shows a 4x¥CGA array. Horizontal and vertical
flexible than cell-based designs. For certain specific ap- M2 wire segments betwedBLEs provide the connections
plication needs, conventional fabrics introduce some fixed between neighbors. Each segment spansBiés, and the
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Figure 2. Stick diagram of the base inverter
array
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segments are distributed in a staggered well jumpers
provide the connections between tM® segments in the
same row (column). They are also used for connections be-
tween horizontal and vertical segments. Upper-level wire
segments, which are properly segmented, provide the long-
distance connections betweBhEs.

Figure 3. A 4x4 VCGA array

3 Combinational Logic

We first show the capability of ouvCC and inverter
array to implement different combinational functions. In
the following, all our experimental data are obtained for
0.18um technology parameters with,; = 1.8V. The ar-
eas of a 5YCC, an inverter array and¥éCB are 58, 54 and
800um?, respectively.

3.1 SingleLogic Gateand Multi-Gate Implemen-
tation

As shown in [4], a 5¥CC can implement about 92% of
logic functions using five transistor pairs. VCC can also
be configured to implement two gates by letting them share
Va4 and ground in the middle. Figure 4 shows ¥6€ im-
plementing alXOR gate, whered andB are supplied by the

VCC-feeding inverter array. AXOR gate needs only four

transistor pairs, and thus one transistor pair is unused. Fig-
ure 5 shows a 3CC implementing two gates. Flexibility

of theVCC-cell significantly contributes to high cell utiliza-
tion. Due to the similar structure MCC-implemented logic
gate has similar performance as a standard cell but is about
50% larger.

Vdd =t

(b)
Figure 4. Implementation of an XOR gate Y =
A® B = AB+ AB by a5-VCC

w2
{2z

-

e

L ]

wa

o—4—mltL-L-F-}-

F It
(b)

Figure 5. Implementation of two gates Y =
(A+ B)Cand Z = DE by a5-VCC

The inverter array can also be configured to implement
some logic functions. Figure 6 shows XOR gate built
from the inverter array by using pass-transistor logic. Ta-
ble 1 lists the characteristics of tw&OR implementa-
tions. T, is the worst-case delay, afid,, is the average
delay among all input combinations. The pass-transistor
implementation by inverter array has better performance
than the staticCMOS implementation byvCC. The VCC-
implementedXOR gate could be used on non-critical path
to balance the cell utilization.

Similarly, a 2-to-IMUX can also be configured from the
inverter array as shown in Figure 7. With appropriate via
configurations, some 2-input functions can be implemented
by a 2-to-IMUX as shown in [4].



4.1 Latch and Flip-Flop (FF)

. wd 1B 1l 1P
, o oL '% '? : E‘ %‘ e Figure 8 shows afRS latch implemented by a ¥CC.
] Ei“fﬁi _{!] -E E— \fIJ-T & Figure 9 shows a-latch implemented by the inverter ar-
“TT1 T 1 . T 111 ray, where®, and ®, are two non-overlapping clocks. A

flip-flop can be constructed using sevevalCs (inverter ar-
rays). Therefore, no fixed sequential elements are required
in our fabric.

@

Figure 6. Implementation of an XORgate Y =
A® B = AB + AB by an inverter array

c2

Table 1. Comparison of two XORimplementa-
tions: input slew = 150ps, load capacitance = R
25 fF.
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Figure 8. Implementation of an RSlatch by a
5-VCC

3.2 Repeaters

TheVCC and the inverter array can be configured to form
inverters of different sizes. Repeaters, which play an im-

portant role in interconnect performance optimization, can LI Demew] | ] ]
be dynamically configured from théCGA elements. For o ?* i 'g%lj_‘_[w'_g' Py
example, @BLE can provide inverters 1X-13X-size of the Ei%i =" _{h E_—[!: s
minimum, and a&/CB can be configured into an inverter of “FTT T 1T 11

up to 52X of the minimum size with intedBLE connections.

Figure 9. Implementation of a D-latch by an
inverter array

3.3 Capacitors

A VCC (inverter array) can also be configured to be a ca-
pacitor, which may be used as a decoupling component to
reduce power/ground voltage fluctuations. One implemen- 42 SRAM
tation is to connect all the transistor gates together to form
one plate, and to connect all the drains/sources together to A VVCC can also be configured to be SRAM cell. Fig-

form another plate of a capacitor. In this waBkE in the
VCGA can provide capacitance of 44

4 Sequential Elements

ure 10 shows the configuration, where the middle transistor
pair and the two PMOS transistors for word-IM& are not
used. Moreover, an inverter array can also be configured to
be anSRAM cell as shown in Figure 11. As a result, each
BLE can implement a 3-bit memory. A large memory array

Sequential elements can be constructed from basic gatesgan be constructed from oMCGA. Figure 12 shows a 6-bit

With the ability to implement two gates, and using the feed-
back segments’—Cs/Fi—F>, a VCC can implement se-
guential elements.

S

() (b)

Figure 7. Implementation of MUX21Y = SA +
SB by an inverter array

memory formed by twdBLEs with the correspondiniyl2
andM3 wire organizations.

Our VCGA can be configured into a memory array with
15K-bit/mn?.  Although the memory array constructed
in this way is less dense than a customized on80K-
bit/mm?), it provides the flexibility to build memory as
needed, both in size and in location. For a fabric used for
various applications, this flexibility could save unnecessary
area waste caused by a fixed-size memory block. It is possi-
ble to combine area efficiency and design flexibility by hav-
ing in the fabric a customized memory block suiting a class
of applications, and to provide the supplementary memory
using dynamic configuration.



oo oo

}7
g5
-H-F- +
£
vce
izl
o
INV
®

o« M . V""t |
sl R
k%ﬂ EZ‘;&’—:-#— I : f’i 189 =

n
B 2 >
c1 w w c2 S

@ (b)

Figure 10. Implementation of a 6-transistor Figure 13. A full adder by a BLE
SRAM cell by a 5-VCC
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Figure 11. Implementation of a 6-transistor
SRAM cell by an inverter array
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5 Arithmetic Units

e
3 2

In this section, we show how to construct some arith- ) o
metic units for building datapath using OUEGA. Figure 14. A 16-bit ripple carry adder, the bold
line shows the carry ripple path.
5.1 Full Adder (FA)

The most common arithmetic unit is a full adder. Given 53 Carry-Lookahead Adder (CLA)

two adder inpute: andb, and a carry-ire;, the sums and A carry-lookahead adder is one of the most frequently
the carry-outc, can be expressed as= a © b @ ¢; and e fast-addition adders. Itis based on the idea of dividing
¢o = ab+ (a + b)c;, respectively. Figure 13 illustrates  npyts intok-bit groups and organizing them into a tree-like
the implementation of a full adder byBLE. The carry-out  gtrycture. The carries for each group are obtained from the
¢, is implemented by configuring aBEC into a 5-input ¢4y |ookahead tree, not by waiting for the carry rippling
complex gate. The signalis implemented by configuring  from the least significant bit. Figure 15 shows an example

two inverter arrays into twi&XOR gates (see Figure 6). of a 16-bitCLA with k — 3.
5.2 RippleCarry Adder (RCA) % [ com |
stage csy
Figure 14 shows a 16-bRCA, where each dashed box | | Joso
Super-Group 1 Super-Grg

corresponds to a full adder. The zig-zag structure of the rip- ~ sage
ple path is caused by the orthogonal orientations of neigh-
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o Vial-2
i nv o Vvaz3 Figure 15. A 16-bit CLA, the bold line shows
we—fplap pofby wL the critical path.
HH—H
b,b, b, b, b, b, WL b, b, b b, b by WL
Given inputsA .15..0>, B<15..0>, and carry-inCy,,, the
Figure 12. A 6-bit memory word constructed local carry-generaté';, carry-propagaté;, and sums; in
from a VCGA stage 1 can be expressed@s = A;B;, P, = A; & B;

andsS; = P; & C;, where(C; is the carry-in for the-th bit,



which comes from the lookahead circuitry. InChA, the generates the final sum. Figure 18(a) shows the Booth en-
group (super-group) carry generate/propagate and €&ty  coder cell, and Figure 18(b) shows the Booth-encoded mul-
signals have the similar functional forms. For example, in tiplier cell. A Booth encoder cell can be implemented by
Figure 15, four BLEs. A Booth-encoded multiplier cell consists of a
BoothMUX and aCSA cell (a full adder). It can be imple-

GG1 = Gut Py(Gs + PsGa) (1) mented by twaBLES, one for the full adder and the other
PGy = PyP3P; (2) for the BoothMUX (an inverter array for the 2-toUX,
GS, = GGs+ PG5(GG4 + PG4GGs)  (3) the other inverter array for théNOR gate, and &/CC for
PSl — PG5PG4PG3 (4) theNOR gate).
CG4 _ GG3 _j’_ PG3 C‘S’l (5) Y<10>q_:; X<7> X<6> X<5> X<4> X<3> X<2> X<1> X<0>
_ L TR A T AT A A R AT A
02 - CGl (6) ‘ [ NP BNF \+ n \+ ﬁ CSA array
C3 = G2 + P2CG1 (7) Y<3:1> E 7 SR
Cy = Gs3+ P3(Gy+ PCGh). (8) e B Y T R R &
B
Carry generate signals (also carry signélg have two verss ReQlCheeielE
forms, a fanin-3 gate (e.g., (5) and (7)) and a fanin-5 gate ‘@ %
(e.g., (1), (3) and (8)). A 5/CC can implement a fanin-5 oot Encocr R B

. A5V Iso impl fanin- leavi : N
gate. A 5VCC can also implement a fanin-3 gate, leaving N ;@ C, bt, @k@?)@«\@*@ C, C, @'@*@

an empty site for another 2-input gate. Carry propagate sig-

nals are formed by a 3-inp@ND gate (e.g., (2) and (4)),

which can be implemented by part of &/&C. Figure 17. A 8X8 radix-4 Multiplier
Figure 16 shows the organization 0¥&GA implement-

ing the dashed block in Figure 15. Tl /G;/S; module

P<15> P<14>P<133P<12>P<11> P<10> P<9> P<8> P<7> P<6> P<5> P<4>

in stage 1 is implemented byBi E with an empty site for a 1
3-input gate. The arrowed lines show connections between ”EG’TWO’ZE”}E P
those blocksSte-2 andSte-3 correspond to the empty sites P
which can be used for other purposes, e.g., folding the top- i
level of the carry-lookahead tree. With careful planning, a D%D“ -
compaciCLA can be constructed. L A ) e L = 3
e ——— (a) Booth encoder (b) Multiplier cell
L ko1 -6 (o [ ca Wl & . o
ng - ;<—"’ i = Figure 18. Booth encoder and multiplier cell
:l ! :l f :‘w‘ ;' :l T i Figure 19 illustrates the organization of ACGA-
s  po1 < R o Tl implementedCSA array. The multiplier cells (each imple-
R FU—=—1L2 % mented by twdBLEs) are interleaved to make use of inter-
B e Ly BLE direct connections coming from the orthogonal ori-
entation of neighbors in oWCGA. The connections be-
Figure 16. A CLA block implemented by a tween multiplier cells are_mplgmented_by inBltE wire
VCGA segments. The Booth coding signals udifigare on top of
the cells.
54 Multiplier 6 Experiments
Figure 17 shows an 8x8 multiplieP(= X - Y") which We synthesized int/ CGA a 32-bitRCA, a 32-bitCLA

uses radix-4 multiplication scheme (Booth’s coding) [5]. and a 16X16-bit multiplier (using €LA as a finalCPA).

It consists of three main parts: a Booth encoder, a carry- Table 2 lists the characteristics of those components. For
save-adder@SA) array and a final carry-propagate-adder comparison, we also manually mapped those circuits into
(CPA). A Booth encoder generates three control values for a 3LUT-based fabric (to mimic th&PGA in [2]) and a
each partial producZERO which zeroes the operandEG hybrid-block-based fabric [3]. The hybrid block contains
which negates the operand, amdMO which doubles the  one 3LUT, two 3-inputNAND gates, and seven inverters.
operand (left shift by one bit). The accumulation of par- Due to the difficulty of implementing sequential elements
tial product is implemented by @SA array. The finalCPA by LUTSs, in their original version both fabrics have a fixed



multiplier. The configuration flexibility of ouMCC and
inverter array invokes an area penalty compared to a cus-
tomized layout. However, the strong configurability helps
to achieve high transistor utilization as shown in the column
Utilization. When a 3tUT-based fabric does not match
circuit structure well, for example, in CLA implementa-
tion, it incurs a large penalty in every aspect. Moreover,
if we considered the fixe®dFFs and inverters, the tran-
sistor utilization of the designs implemented byTs (ei-
ther purelytUT-based or hybrid-block-based) in Table 2

) ) will decrease significantly; therefore the area of the designs
Figure 19. Portion of a CSA array by a VCGA would increase a lot (could be doubled due to the large

DFF in each block, that cannot be used in these arithmetic @rea of anFF). The hybrid-block-based fabric has delay
units. Moreover, many inverters in the hybrid block are not @nd power advantages over purelyB7-based fabric since
used. The fixed®FF and inverters cause a significant area @ NAND3 gate is faster and less power-consuming than a
waste in the implementation of arithmetic components. For 3-LUT. But the block is more ad-hoc and irregular. Fur-
more aggressive comparisons, we assume that there are nhermore, aNAND3 gate is not efficient to implement some
DFFs in those blocks, and inverters are assigned as requiredomplex gates, such as a fanin-5 gate,X@R gate etc,
(hence no inverters are wasted) for those two fabrics. In Which makes the arithmetic units implemented by hybrid-
the following we only compare the three fabrics in terms block-based fabric slower and more power-consuming com-
of logic area and assume that intdsT(block) connections ~ Pared toVCGA-based designs.

use customized wires on the top of transistors. The same
fixed routing structure as in [3] could be applied on them.

Due to the smaller logic area requiremenMZGA-based In this paper we have shown the strong configurability
designs, more routing resource could be available to relieve ¢ o via-configurable gate array. Using only via masks, a
routability issue. VCGA can efficiently implement combinational logic, se-
guential elements, repeateBRAM blocks, and datapath el-
ements. It has much better configurability and performance
thanLUT-based fabrics. Our plan for future work includes
the routing structure design and CAD support for this fabric.

Booth
Code

Booth
Code

7 Conclusions

Table 2. Arithmetic units comparison by dif-
ferent fabric implementations (Power con-
sumption is calculated at 100MHz).
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