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Abstract
In this paper, we propose a floorplan-aware complex-

ity reduction methodology for digital filters. The proposed
scheme integrates high-level synthesis and floorplan to
obtain improvement in both computational complexity
and interconnect delay. Physical information of floorplan
is incorporated into architecture synthesis. By consider-
ing interconnects while synthesizing reduced-complexity
filters, the layout-centric architecture achieves better per-
formance in the evolving scaled technologies. In our ex-
periments,we achieved 15% improvement in critical-path
delay over conventional design methodology.
1. Introduction

In digital signal processing systems, digital filters
are the most widely used computation block. In many
applications, which require high speed and low power,
fixed coefficient finite impulse response (FIR) filters are
commonly used. These filters are often implemented
in application specific integrated circuits (ASIC) in-
stead of the general purpose digital signal processor
(DSP) for high speed and low power. To improve pro-
cessing speed with lower power dissipation in ASIC de-
sign, complexity reduction schemes have been proposed
by many researchers.

As a method for complexity reduction, graph theo-
retical approaches were proposed in [1], [2]. The dif-
ferential coefficients for multiplierless implementation
(DCMI) and optimal differential coeficients for multipli-
erless implementation (ODCMI) were proposed using
computation reordering and computation reuse to re-
duce complexity. Shift inclusive differential coefficients
(SIDC) optimization was also proposed in [3]. By con-
sidering coefficient shifting as well as differential coeffi-
cients, SIDC identifies the unique non-redundent com-
putations of multiple constant multiplications (MCM)
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[4], exploiting the arithmetic equivalence property. In
the proposed work, we will consider SIDC filters for
low-power operation.

Conventional logic-centric methodologies focus on
the reduction of the total number of adders. However,
in recent nanometer technology, interconnects signifi-
cantly contribute to delay. For instance, the latency of
a 1.0 mm interconnect can be 100ps in 0.1 um technol-
ogy, while intrinsic delay of the MOSFET is reduced
to 1ps [5].

In SIDC implementation, a product of a filter coef-
ficient and input vector is reused for the computation
of other products. This computation sharing scheme
can have serious impact on the interconnect. Depend-
ing on the shared product that is reused in other com-
putations, there may exist considerably long intercon-
nects to distribute the products. To prevent intercon-
nect overhead, computation blocks in the critical path
have to be placed closer to one another. However, wire-
lengths of the interconnects are not available before
floorplan. Therefore, to enhance the speed and power
of the fabricated ASIC’s in the advanced technologies,
it is highly desirable that filter synthesis procedure is
incorporated with floorplan. To the best of our knowl-
edge, there is no research that addresses this issue. In
our work, we will address the interconnect problem in
the framework of filter design.

In this paper, we propose a novel floorplan-aware
SIDC scheme that considers physical information.
The proposed scheme simultaneously performs both
SIDC complexity reduction and floorplan. By consid-
ering critical-path delay (including interconnects) in
filter synthesis, low-complexity filter with better per-
formance can be obtained.

2. Background

The input-output relationship of an M-tap linear
time-invariant (LTI) FIR filter can be expressed by Eq.
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Figure 1.Graph using SIDCwhen thewordlength
W = 2.

1. The ci and x(n− i) represent the ith coefficient and
the input scalar at the time n−i, respectively. P

(n)
i de-

notes the product of ci · x(n− i) for i = 0, 1, ..., M − 1
at the time instance n. Eq. 1 can be implemented in di-
rect form or transposed direct form. In general, trans-
posed direct form provides faster implementation be-
cause it requires one multiply-and-add operation in the
critical path. When filtering operation is implemented
in the transposed direct form, the inner products of Eq.
1 is recasted into products of scalars and an input vec-
tor.

y(n) =
M−1∑

i=0

cix(n− i) =
M−1∑

i=0

P
(n)
i (1)

A low-complexity digital filter design methodology
(SIDC) was proposed in [3]. SIDC utilizes arithmetic
equivalence of filter operation. For instance, let us con-
sider a simple multiplication of Eq. 2. Note that a prod-
uct of 2L · ci ·x(n) can be easily obtained by L-bit shift
of ci ·x(n) because shift operation can be implemented
by hard-wiring. Using the shifting property, the prod-
uct P

(n)
j is represented as follows:

P
(n)
j = (cj − ci)x(n) + cix(n) (2)

= (cj ± 2L · ci)x(n)∓ 2L · cix(n) (3)

Low-complexity implementation is obtained by se-
lecting pairs of {ci, cj} and corresponding shift oper-
ation, which maximally simplifies the SIDC ’s ∆L

i,j =
(cj − 2Lci) for i, j = 0, 1, ..., M − 1. ∆L

i,j is called color.
This problem is mapped to a directed multigraph (Fig.
1) by considering different values for L = 0, 1, ...,W in
Eq. 3, where W denotes the wordlength [3]. The solu-
tion can be obtained by using a well-known graph the-
oretical algorithm.

3. Floorplan-aware SIDC

SIDC algorithm proposed in [3] determines sub-
graphs of the complete multigraph which lead to an
unique implementation of a digital FIR filter. To de-
termine acyclic subgraphs which can be directly trans-
lated into low-complexity filter, root vertices and re-
quired colors have to be chosen. Root vertex denotes
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Figure 2. Multigraph representation of SIDC FIR
filter and floorplan

a product which has to be computed first and reused
to compute other products. In our formulation, we
adapted the algorithm in [3] to select root vertices and
required colors. After choosing root vertices and re-
quired colors, the vertices in the SIDC graph is con-
nected by edges with selected colors. As an example,
in Fig. 2(a), c0 and c1 are chosen as root vertices. Also,
all edges are colored with 3 or 5 assuming that they are
chosen as required colors to compute the given prod-
ucts for filtering.

Traditionally, floorplanning is performed after filter
synthesis is completed. In the multigraph of Fig. 2(a),
only one incoming edge for a vertex has to be chosen in
the filter synthesis stage. In Fig. 2(a), c7 can be com-
puted by reusing either c2 or c3. Note that the selection
of edge does not change the implementation complex-
ity. In this example, let us assume that the incoming
edge from c2 is selected for c7. The corresponding floor-
plan example is shown in Fig. 2(b).

However, if we carefully inspect the floorplan, we
can further reduce the interconnect by choosing a dif-
ferent incoming edge. An example is shown in Fig. 3.
From the initial floorplan in Fig.2(b), we can choose dif-
ferent incoming edge for c7. By selecting incoming edge
from c3 instead of c2, interconnect lengths are reduced
in Fig. 3(a). After this movement, by moving the com-
putation block of color 5 closer to c7 in Fig. 3(b), we
can further improve the design in terms of delay and
length of interconnects. Therefore, it is highly desir-
able to consider physical information during the syn-
thesis stage. We propose a novel floorplan-aware filter
synthesis methodology that considers interconnect.

When one incoming edge is chosen for the non-root
vertices, we can implement FIR filter in transposed di-
rect form as shown in Fig. 4. In primary computation
network, multiplications of root vertices and required
colors (∆L

i,j) are computed. Using the results from the
primary computation network, products involving other
coefficients are computed in the secondary adder net-
work. Finally, the output is computed in delay-and-add
network, using the products computed in the primary
and secondary networks.
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(a) Change of incom-
ing edge
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(b) Change of floor-
plan

Figure 3. Implementation examples of Fig. 2(b).
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Figure 4. Implementation of FIR filter using
transposed direct form and SIDC.

In the proposed framework, the initial run of con-
ventional SIDC generates a multigraph consisting of all
selected colors. Then, we need to choose only one in-
coming edge for non-root vertices. Also, when choos-
ing the incoming edges, floorplan information has to
be incorporated to estimate interconnect cost. We inte-
grated floorplan and edge selection into a standard sim-
ulated annealing algorithm. By performing floorplan-
based edge selection, the proposed algorithm trans-
forms the SIDC graph that is more adapted to scaled
technology.

The framework is shown in Fig. 5. First, an initial
solution is generated from conventional SIDC. Then,
simulated annealing is activated. Simulated annealing
changes floorplan and selects different incoming edges.
To effectively encode the floorplan in the algorithm, we
used sequence pair [6].

The interconnect delay T is estimated as follows[7]:

T = RintCint + 2.3(RtrCint + RtrCL + RintCL) (4)

where Rint and Cint are the total resistance and to-
tal capacitance of a wire segment. Rtr and CL denotes
resistance of transistor and load capacitance. The cir-
cuit parameters in Eq. 4 were obtained from the phys-
ical layout.

After each movement, cost is measured. To reduce
the critical-path delay of a filter, wire lengths of the
non-critical-path interconnect and area may increase.

Start
 Obtain initial SIDC graph


Simulated Annealing


Change sequence pair


Change incoming edge


for a vertex


Figure 5. Floowplan-aware SIDC algorithm.

Example EX1 EX2 EX3 EX4 EX5 EX6
Type PM BW PM LS PM LS

LP LP BS BS LP BP
fp1 0.15 0.5 0.2 0.2 0.4 0.3
fs1 0.25 0.53 0.24 0.24 0.4175 0.315
fp2 0.42 0.42 0.705
fs2 0.38 0.38 0.69

Rp(dB) 2 3 3 3 3 1
Rs(dB) 60 65 50 50 70 70

Order 35 80 98 126 214 350

• BW: Butterworth, PM: Parks-Mclellan, LS: Lease-square,

• LP: Low Pass, BP: Band Pass, BS: Band Stop

Table 1. Example Filters Description

To balance those factors, we formulated the cost func-
tion, which includes critical-path delay, wire and area.
Each factor is weighted by α, β and γ.

cost = αDelay + βWire + γArea (5)

By changing incoming edges for non-root vertices,
the proposed methodology generates different archi-
tecture subject to scaled technology. Also, it helps to
avoid excessively long interconnects for better routabil-
ity. Furthermore, by balancing the fanout, it relieves
the extra buffer insertion problem.

4. Experimental Results

The filters used in our experiments are listed in Ta-
ble 1. The Parks-Mclellan (PM), Least-squares (LS),
and Butterworth (BW) FIR filters are used as exam-
ples. The passband is described by ripple Rp and fre-
quency fp1, fp2 while the stopband is specified by rip-
ple Rs and frequency fs1, fs2. For number representa-
tion, signed-magnitude scheme is used. Each filter ex-
ample is optimized using the SIDC approach. The fil-
ters are assumed to have symmetric coefficients and im-
plemented in transposed direct form as shown in Fig. 4.
All coefficients are uniformly scaled to fit in a defined
wordlength [1]. As discussed earlier, shift operations
are implemented by hard-wiring. For wordlength, 12
bit coefficients are considered. Brent-Kung architecture
is used for the adder component. TSMC 0.25µ tech-
nology is used for implementation. Results are com-
pared to the SIDC approach [3]. After reducing the



(mm) EX1 EX2 EX3 EX4 EX5 EX6
FASIDC 15.7 23.8 52.2 53.4 76.1 128.0

SIDC 14.4 20.5 50.9 53.8 72.9 126.3

Table 2. Estimated total wirelength

(mm2) EX1 EX2 EX3 EX4 EX5 EX6
FASIDC 0.95 1.84 2.61 3.51 4.25 7.08

SIDC 1.10 1.76 2.99 3.23 4.48 6.69

Table 3. Estimated Area

complexity by SIDC, the same floorplan algorithm is
applied. The results of the proposed approach is de-
noted as FASIDC (Floorplan-aware SIDC ).

Fig. 6 shows the estimated critical-path delay. In-
terconnect delay is based on Eq. 4. FASIDC reduced
the interconnect delay and balanced the fanout for the
adders in the critical-path. Estimated reduction for the
critical-path delay was 21%.

Several factors affect the accuracy of the delay es-
timation (Eq. 4). First, each metal layer has differ-
ent Cint values. Second, wire lengths are estimated
using the half-perimeter wirelength. However, actual
lengths depend on the port locations in the computa-
tion components. Taking these factors into consider-
ation, we synthesized examples and obtained layouts
using Place&Routing tools. After extracting parasitic
components, the critical-path delays are measured by
Pathmill [8]. In Fig. 7, critical-path delay of the synthe-
sized circuits are shown. On average, FASIDC achieved
15% improvement over SIDC.

To reduce the interconnect lengths in the critical-
path, other interconnects in the non-critical paths can
be increased. Also, depending on the α, β and γ val-
ues in Eq. 4, there can be trade-off between delay, wire-
length and area. In our experiment, wirelengths and ar-
eas of FASIDC were similar to the result of SIDC. Ta-
ble 2 and Table 3 show estimated total wirelength and
area.
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Figure 6. Estimated critical-path delay of adder
network block

5. Conclusion

We proposed floorplan-aware complexity reduction
methodology for digital filters. By reusing the compu-
tation from the nearest location in floorplan, we could
reduce the interconnect delay of the critical-path. Also,
by balancing the fanouts of the reused components, the
speed of the circuit can be further improved. Floor-
plan and architecture synthesis were performed simul-
taneously to achieve this goal. Compared to the tradi-
tional SIDC approach, floorplan-aware SIDC achieved
15% reduction in critical-path delay.
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Figure 7. Critical-path delay of adder network
measured by pathmill


